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In recent years, the growing demands of electronic health records (EHR), 
particularly in-basket patient messages, have intensified physician 
burnout.1,2 As GPT-4 is often considered as the golden standard for 
generating conversational content when evaluating other large language 
models (LLMs), this poster focuses on the potential of using GPT-4 to 
automate doctor responses as a solution to the issue. Our automation 
pipeline incorporates prompt engineering techniques, such as zero-shot, 
few-shots, and chain-of-thought. We evaluated our pipeline using a 
survey based on 5 metrics: Empathy, Relevance, Medical Accuracy, 
Readability, and if the LLM-generated messages can be differentiated 
from human-written messages). Our survey is currently pending IRB 
approval.

The rising prominence of electronic health records (EHR), especially 
in-basket patient messages, is a current focal point in the healthcare 
sector, given its purported link to increasing physician burnout.1,2 Patient 
portals act as crucial communication bridges between healthcare 
providers and patients, underscoring their significant role in today's 
medical ecosystem. Accurate automation of these portals holds the 
potential to substantially mitigate administrative challenges and enrich 
patient understanding.

Parallel to this, the realm of artificial intelligence continues to progress at 
a brisk pace, with the emulation of nuanced human conversation 
remaining a central pursuit. Recently, there's been a notable interest in 
prompt engineering techniques, such as few-shot learning and 
chain-of-thought prompting.3

With these prevailing challenges and advancements in mind, we present 
our exploratory work on Katralex, an automated response generation 
framework. Leveraging the capabilities of the conversational language 
model GPT-4, Katralex aims to embed the developments of prompt 
engineering to optimize physician responses to in-basket messages. This 
is a step towards our aspiration of not only improving digital patient 
interfaces but also fostering a deeper, more intuitive connection between 
patients and AI systems. As part of our ongoing research, we have 
undertaken an evaluation rooted in parameters such as Empathy, 
Relevance, and Medical Accuracy, hoping to glean insights on the 
potential and limitations of our system in healthcare settings.
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Prompt Engineering
We utilized prompt engineering techniques such as zero-shot and few-shot 
learning (with synthetic patient message and real doctor responses), as well as a 
pipeline to generate responses to patient messages.

The development and implementation of the Katralex system serves as an 
exploration into the potential of conversational AI within medical settings, 
emphasizing the importance of mimicking human-like conversational patterns 
to enhance user experience. By integrating mechanisms such as the chain of 
thought process, category-specific processing, and iterative linguistic 
refinements, we endeavor to produce responses that are not only relevant 
but also contextually rich and human-like. The methodology presented 
underscores the intricate balancing act between retaining the system's vast 
knowledge and ensuring that its interactions remain relatable and 
comprehensible to diverse users. This balance, pivotal in enhancing user trust 
and satisfaction, echoes the broader challenge in the field of AI – harnessing 
immense computational power without alienating the very humans it's 
designed to serve.

The reported surge in physician burnout, attributed to administrative loads 
and patient communications, accentuates the need for systems like ours to 
offer tangible solutions. In the ever-evolving landscape of technology and, 
more specifically, conversational AI, our intent with Katralex is not just to 
mimic but to genuinely support and alleviate some pressing human-centric 
challenges.

While our system showcases numerous innovative features, we are cognizant 
of its inherent limitations such as the lack of offline support and privacy 
concerns. More than just recognizing these shortcomings, we see them as an 
opportunity to invite further refinement and exploration. 

Results

The evaluation of GPT-4 generated patient responses was conducted 
through a survey sent to 60 medical workers.

The survey aimed to gauge the quality and authenticity of the messages 
across several dimensions: 1) Empathy: Medical workers rated the level 
of empathy perceived in the messages, reflecting the compassionate 
communication often required in medical settings; 2) Relevance: 
Participants evaluated the alignment of the responses with the context 
and inquiries of the patient scenario, focusing on how closely the content 
matched patient needs; 3) Medical Accuracy: The accuracy of the 
information in the generated messages was assessed, considering its 
alignment with established medical practices and guidelines; 4) 
Readability: The medical workers rated the clarity, coherence, and 
simplicity of the language used; 5) If LLM-generated messages can be 
differentiated from human-written messages: This provided insights into 
the authenticity and human-like quality of the generated responses, 
helping to assess how effectively GPT-4 could mimic human interaction in 
a medical context.
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Hey doc, I've been having this terrible headache for the past week. 
It's pounding in my temples and I can't focus on anything. The pain 
gets worse when I'm in a bright room or when I try to do any work. I 

even tried taking painkillers, but they don't seem to help…

I'm sorry to hear that. It's important to come in in person for a 
thorough evaluation. In the meantime, avoid bright lights and take 

breaks from work.

Patient

Doctor
Fig 1. Diagram representation of a patient-doctor dialogue using the EHR system's in-basket 

messaging feature (not based on actual data).

Evaluation

Few-Shot Learning Prompt:
Your mission, as an advanced language learning model (LLM), is to emulate the 
intricate balance of clinical expertise, heartfelt empathy, and rigid confidentiality 
exercised by proficient medical professionals. This task involves creating a 
distinct yet equally comprehensive response to each simulated patient message, 
encapsulating the nuanced elements of a real-world medical consultation. Your 
responses should not only deliver medically sound advice but also provide 
emotional support, reflecting the human touch in healthcare services. All 
responses should adhere to confidentiality guidelines, ensuring that no 
personally identifiable information is used within the simulation.
Key Elements for Consideration:
*Clinical Accuracy*: Every response crafted by you should align with the most 
recent, evidence-based medical guidelines and standards of practice. The 
information should be pertinent to the patient's inquiry, symptoms, or concerns. 
Furthermore, the content should be transparent, comprehensive, and easily 
understandable to ensure effective communication.
*Empathy and Compassion*: The clinical component of healthcare is undeniably 
important, but so is the emotional and psychological well-being of the patient. As 
such, your responses should reflect the empathy, understanding, and 
compassion characteristic of a seasoned physician. Acknowledge the patient's 
feelings, validate their concerns, and offer reassurances as appropriate to help 
alleviate their anxieties or fears.
*Strict Confidentiality*: Given the simulated nature of this task, you must 
absolutely abstain from incorporating any personally identifiable patient 
information in the generated responses. The same applies to hypothetical 
situations that could compromise the privacy or anonymity of any potential 
real-world individuals. Here are examples of doctor responses: <REDACTED>

Change Grammar
As a grammar-checking AI, your 
role is to identify and correct any 
grammatical errors in the given 

text. Please produce a corrected 
version of the text

Initial Prompt
<PROVIDED MESSAGE>

Urgency Check
You are an urgency classifier.

    Classify the urgency of the following medical messages. Use the 
following classifications, answer with the letter and the description: 

    R - immediate evaluation by a physician
    O - emergent, evaluation within 15 min

    Y - potentially unstable, evaluation within 60 min
    G - non-urgent, re-evaluation every 180 min

    B - minor injuries or complaints, re-evaluation every 240 min

As an assistant trained in 
language understanding, your 

role is to provide a simple 
one-word analysis of the literacy 

level in the given text. The 
categories are: middle-school, 

high-school, or higher-education.

Literacy Level
As an AI medical assistant, you have 

the ability to categorize patient 
messages. Your job is to analyze the 
incoming message and assign it to 

one, and only one, of these potential 
categories: {possible_categories}

Category
You're a personal physician whom the patient will 
consult. Your responsibility is to formulate concise 
(preferably under 150 characters), compassionate, 

and medically accurate responses to patient 
messages in the '{category}' category with a 

'{urgency}' urgency level, and to direct them to 'my' 
office offer 'my' help if necessary. Ask follow up 

questions if not enough information is provided. If 
the situation is very urgent or requires on-site 

evaluation, you should ask the patient to come in

Generate Response

Apply Literacy
As an AI assistant with language 

adjustment capabilities, your role is to 
modify the given message to suit a 

'{literacy_level}' literacy level. Be sure 
to maintain the same tone and 
perspective (first, second, third 

person) as the original text

As our survey is still under the process of obtaining IRB approval, we 
were unable to provide the results of the evaluation. However, below are 
some examples of messages generated by our system using the GPT-3 
model since GPT-4 was not available at the time of response generation.

My R elbow is hurting .  If I schedule an apt, may I receive another 
injection?  My elbow surgery is scheduled in Oct . 

I'm sorry to hear that your elbow hurts. It would be a good idea to 
make an appointment to have a doctor check your symptoms and 

talk about the possibility of getting another shot.

Patient

LLM

Ben is having a few problems. His stomach is extended with possible 
fluid retention. He took his fluid medicine yesterday but it doesn't 
seem to have helped just yet. He is also becoming very short of 

breath when doing anything. I wasn't sure if he could be seen in clinic 
soon or if he could have some blood work done to check levels.

I'm really sorry to hear about Ben's symptoms. It's really important 
to get him checked out as soon as possible. Can you please bring 
him to the clinic so the doctors can give him a thorough check-up 

and do the right tests?

Patient

LLM

I meant 311lbs not 211lbs geez. I also have multiple spine fractures. I 
am willing to try anything you have to offer to get to a healthy weight! 

Talk to you soon.

I get that you want to be a healthy weight. We can talk about what 
you can do at our next meeting. For now, try to eat a variety of 

foods and stay active with exercise.

Patient

LLM

I've had my first physical seizure this morning.  It was just a facial 
muscle twitch and pulse no passing out.

I'm sorry to hear that you had a seizure. It's really important to 
figure out why it happened. Let's make an appointment so we can 

talk more about it and decide what to do next.

Patient

LLM

Zero-Shot Learning Prompt:
Imagine you are a doctor's healthcare provider. When responding to 
a patient's message, it's crucial to offer information grounded in the 
latest medical research, ensuring it aligns with established medical 
standards. Your response should be both clear and tailored to the 
patient's specific concerns, avoiding any unnecessary jargon. Always 
approach each message with empathy, understanding the emotions 
and concerns the patient may be experiencing. Lastly, maintain a 
comforting and reassuring tone, ensuring the patient feels heard and 
cared for.

Fig 2. Diagram representation of the Katralex pipeline


