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Why “challenges”?

•Reproducibility is an issue in all aspects of medicine

•Algorithm performance often not replicated by other sites

•Access to clinical data of sufficient variety can be a challenge for (computational) 
scientists developing algorithms

•Can evaluate the performance of techniques on real, noisy clinical data

•Test data (sequestered) can provide indication of algorithm generalizability to unseen 
data

•Allows for cross-pollination of methods from other domains

•Best algorithms can be translated into commercial products



C-BIBOP challenge infrastructure
Developed (in part) with funding from contracts and NIH grants

Infrastructure to host challenges in the community

Built on open-source CodaLab platform

Integrates with ePAD and Cornerstone web viewers (radiology)
• For ground truth generation

• Results viewing

Integrates with caMicrosope (digital pathology)

System for assigning annotation tasks to experts for ground truth generation

Been used for ~ two dozen challenges , over 2000 participants have signed up in the 
system

Recent extensions to support code uploads through Docker



Past challenges
•MICCAI 2015, 2016, 2017
• Brain tumor segmentation

• Digital pathology (segmentation and classification)

• Joint radiology/pathology challenge

Digital mammography

• Liver metastases  survival prediction

•QIN
BMMR (breast MR response prediction)

• CT feature challenge

•QIBA lung nodule challenge

•SPIE ProstateX

•SPIE/AAPM/NCI ProstateX-2



Recent Challenges
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Challenge at RSNA 2017

Over 400 participants, still open

Official results presented at RNSA

Best results improved on recently published results from the authors who released dataset 

(Stanford)

All but one of top 10 used deep learning

Publication in review

Dataset still being used in research/publications





Deep Learning Software

What are the challenges of developing 
software for deep learning and 
neuroimaging?

● Complex hardware requirements 
(GPUs, Linux, libraries, etc.)

● Fast-moving field. Popular 
packages (Tensorflow, Theano, 
Keras, etc.) change monthly.

● Low interoperability with standard 
neuroimaging tools.

● Difficulty sharing and validating 
trained models.



Deep Learning Software

How to we get around these 
challenges?

● Docker Containers. Reduce the 
hassle of extensive and 
complex system requirements.

● Open Source Code. Deep 
learning algorithms can be 
sensitive to over-fitting, and 
validation and retraining on new 
datasets will be essential.



Easy Configuration!

Just specify:
• Parameters of your neural network architecture
• Parameters for training
• Directory of your data







Tumor 
segmentation

• Manual segmentation of 
tumor used to take hours 
of clinician and technician 
time as they segmented 
MRI volumes slice-by-
slice.

• Inter-operator variability 
can be high between 
oncologists, especially in 
low-resolution scans.
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IDH prediction

Accuracy

Training 93%

Validation 94%

Testing 88%

Chang et al., Clinical Cancer Research  2018



Stroke

•Major cause of long-term disability + death
•Cerebral ischemia causes 80% of cases
•Diffusion-weighted MR Imaging (DWI) allows
for early-stage diagnosis
•Automatic detection and quantification may
aid clinical-decision making

Disability & Survival  

Prediction



Vessel Segmentation

Magnetic Resonance Angiography CLARITY



Challenges in 
deep learning

Most deep learning methods need lots of data

Patient images are  hard to share

Annotations are difficult to acquire

Annotations are noisy/biased

Deep learning models (typically) don’t provide 
uncertainty

Models are considered to be “black boxes”

Models can be “fooled”



Opportunities
Patient data is hard to share

Distributed learning where data remains 
within institutions but models are shared





Distributed learning

Chang et al., JAMIA 2018

Model Sharing Heuristics



Chang et al., JAMIA 2018



Chang et al., JAMIA 2018



Opportunities

Annotations are difficult to acquire 
and can be very time-consuming

Crowdsource







Annotators

• Over 250 signed up
• 211 had at least 1 annotation
• 112 were radiologists

• Selected
• Liver: 189
• Lung: 211
• Renal: 165
• Ovarian: 133

• Selected 
• 4: 120
• 3: 27
• 2: 29
• 1: 78



Results Disseminated



Opportunities
Deep Learning models are black 
boxes

Model explainability



How do deep networks learn?

Networks trained to segment tumors seems to learn normal brain anatomy!!







The Quantitative Tumor Imaging Lab at the 
Martinos Center (QTIM)
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