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### Abstract

The physiology section of this volume covers a wide spectrum of very precise concepts from molecular and behavioral genetics to system physiology (temperature control, cardiovascular and respiratory physiology, immune and endocrine functions, sensory motor neurophysiology), integrating functions such as mental performance, memory, mood, and wake time physical functioning. An important focus has been to highlight the relevance of these topics to the practice of sleep medicine. A keener understanding of physiological dysfunction helps clinicians to explain to patients how to cope with a sleep disorder, a process that is integral to patient satisfaction and well being. A wider knowledge of physiology will also assist clinicians in clarifying new and relevant research priorities for basic scientists or public health investigators. Overall, the development of enhanced communication between health workforces will promote the rapid transfer of relevant clinical issues to scientists, of new findings to the benefit of patients. At the same time, good communication will keep clinicians in step with the expanding field of sleep medicine and will make them well prepared to face the growing challenges in public health issues.

Why do doctors and scientists need to understand sleep physiology? A thorough knowledge of sleep physiology is central to improved accuracy and validity in the development of diagnostic tools, to making innovations in patient management, and to keeping abreast of leading edge developments in sleep medicine. For some clinicians, reading chapters in sleep physiology may recall early years of training, but these days physiology is an integral part of many advancements in clinical practice (e.g., breathing and cardiovascular measurements, brain imaging), and it forms the basis of translating genetics and proteomics into innovation in diagnosis and therapeutics.

The impact of poor sleep and of several sleep disorders on societal and economic health is interrelated; health governmental agencies are extremely sensitive to discoveries that may improve the population's quality of life and reduce health care costs. A greater understanding of sleep physiology has resulted in innovations in the pharmaceutical industry and in the design of diagnostic and therapeutic devices (e.g., recording and scoring systems, continuous positive airway pressure, mandibular advancement appliances). But governmental agencies only grant permission to market a given product following epidemiological findings, explorations of physiological and pathological mechanisms, and randomized control trials demonstrating efficacy and safety. The absence of objective and valid measures to assess sleep improvement and safety can prevent developments and innovation from being integrated into sleep medicine practices. Although questionnaires are used to screen patients for many sleep disorders, it is the physiological (e.g., hormonal-endocrine release, heart rate by electrocardiogram, brain activity by electroencephalography) and psychophysiological (reaction time, multiple sleep latency test, sensory perception)
measures that confirm the accuracy and validity of the concepts.

Clinical science progresses sequentially. For example, using questionnaires, the prevalence of nonrestorative sleep has been reported at 10% in the general population. With polygraphy, the consequences of that nonrestorative sleep consequences are characterized, interindividual trait differences may be identified, and phenotypic determinants of vulnerability also recognized.

The identification of gene polymorphism related to specific sleep disorders is another domain of intense interest (see Section 3 of this volume). We are already in the post-genomic era with the advent of proteomics: the science of protein characterization in relation to biological activity or disorder/disease. Most sleep disorders, such as insomnia, sleep breathing disorders (e.g., sleep apnea), parasomnia (e.g., sleepwalking, enuresis, REM behavior disorder [RBD]), sleep-related movement disorders (e.g., restless leg syndrome/periodic limb movement), and circadian rhythm sleep disorders have genetic and/or molecular targets that provide possible new avenues in therapeutics. Genetic epidemiology is a growing field that integrates all aspects of physiology to further identify targets (gene loci), and variance related to individuals and environments. Physiology provides the tools with which sleep disorders may be phenotyped and genetics advances the clinical domain by identifying risk or vulnerability factors. The combination makes for innovative approaches to therapy.

This section updates some chapters from the previous edition related to cardiovascular, respiratory, immune, endocrine, gastrointestinal, and thermoregulatory mechanisms. In addition there are new chapters on the contribution of brain imaging to the understanding of sleep physiology (Chapter 18), a description of the relevance of autonomic-cardiovascular measures and their meaning in sleep medicine (Chapter 20), the mechanisms that regulate breathing and the relevance of respiratory measures in sleep medicine (Chapters 21 and 23), the extension of endocrinology to obesity and women’s sleep issues (Chapter 26), the potential impact of thermoregulation on nonrestorative sleep management (Chapter 28), the circular relationship between sleep and memory-learning (Chapter 29), the role of sensory-motor integration on the control of breathing and sleep breathing disorders, on motor parasomnia or movement disorders, and on ways in which sensory feedback interferes with sleep in relation to periodic limb movement, RBD, pain, and bruxism (Chapter 30).

These new chapters will prepare the reader to understand the pathophysiological mechanisms relevant in understanding the clinical disorders described in this volume. In other words, we hope they will provide some answers about how disease affects physiology, how interventions work, why they do not work, and what remains to be done. Future editions of this volume will probably integrate more knowledge on the relevance of nano information, such as molecular and synaptic homeostasis, micro information, such as how tractography imaging is used to assess cortical and brainstem networking activity during sleep or using mathematical modelling, and macro information that integrates behavior with sleep disorders and addresses issues related to cognition and placebo influence on sleep.
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Abstract

The development of neuroimaging techniques has made it possible to characterize regional cerebral function in humans under a variety of sleep-related conditions. These techniques were first used to characterize brain activity throughout the sleep–wake cycle in normal human subjects. It was shown that regional brain activity during sleep was segregated and integrated within cortical and subcortical areas differently in sleep than during wakefulness. Regional brain activity was also shown to be influenced by incoming stimuli as well as by previous waking experience. Functional neuroimaging also probed the neural correlates of sleep–wake regulation by homeostatic sleep pressure and the nonvisual effects of light. Finally, functional imaging of patients with sleep disorders indicated reliable changes in neural systems across the sleep–wake cycle in primary sleep disorders and in response to treatment interventions.

Functional neuroimaging consists of all techniques that can generate images of brain activity. In humans, they usually include single photon emission computed tomography (SPECT), positron emission tomography (PET), functional magnetic resonance imaging (fMRI), optical imaging, multichannel electroencephalography (EEG), and magnetoencephalography (MEG). Each technique has its own advantages and drawbacks in terms of spatial and temporal resolutions, accessibility, safety, and cost. For instance, EEG and MEG record brain oscillations with an excellent temporal resolution (usually on the order of a millisecond) but their localizing capacity is limited by our ability to accurately model the electric or magnetic sources of the signal. In contrast, PET and MRI have an excellent spatial resolution (a few millimeters) but they are based on the measure of hemodynamic or metabolic parameters, which reduces their temporal resolution from a few seconds to many minutes. For this reason, a comprehensive understanding of brain function probably requires human brain function to be characterized using as many techniques as possible.

In this review, we summarize the main advances made using functional neuroimaging in our understanding of human sleep and its intimate relationships with waking performance and cognition, both in normal healthy sleepers and in patients with sleep disorders. This chapter is organized in four sections that address the characterization of regional brain activity during normal human sleep, the neural correlates of the regulation of sleep–wake cycle by circadian influences and nonclassical photoreception, the regional brain function in conditions of increased sleep pressure, and some application to sleep disorders.

FUNCTIONAL SEGREGATION AND INTEGRATION DURING NORMAL HUMAN SLEEP

Preclinical research has identified the basic circuits in the brain that are responsible for promoting arousal. In general, reduction in activity in these systems is essential for generating and maintaining sleep. A major component of this network is the brainstem reticular core, a diffuse network of predominantly glutamatergic long-projecting neurons and a smaller collection of presumed local circuit gamma-aminobutyric acid (GABA) neurons. Additional components include a collection of nuclei in the brainstem tegmentum dorsal to the reticular formation that include cholinergic and monoaminergic (serotoninergic, noradrenergic, and dopaminergic) neurons. These nuclei send rostral projections that parallel and are interconnected with those of the brainstem reticular core. Cholinergic nuclei are also clustered rostrally in the basal forebrain, including septal nuclei and the diagonal band of Broca.

Research attention has focused on the hypothalamus playing a significant role in arousal and in regulating transitions between sleep and waking states. Specifically, the tuberomammillary histaminergic neurons and the perifornical hypocretin neurons in the posterior hypothalamus have extensive interconnections and interactions with the basic arousal systems (for more information see Chapters 7, 8, 21, and 33). Activity changes in these primary regulating areas result in profound modifications in activity patterns in thalamocortical circuits and associated structures, such as basal ganglia or cerebellum. A primary aim of functional imaging studies has been to characterize this reorganization of regional brain function during normal human sleep as well as the responses to external stimuli and the influence of previous waking experience on regional brain activity during sleep. The results detailed below are summarized in Table 18-1 (Fig. 18-1).

NON–RAPID EYE MOVEMENT SLEEP

Neurophysiologic recordings in sleeping animals indicate that during non–rapid eye movement (NREM) sleep, the neural activity of the brain is shaped by a slow rhythm (<1 Hz), characterized by a fundamental oscillation of membrane potential made up of a depolarizing phase, associated with important neuronal firing (up state), followed by a hyperpolarizing phase, during which cortical neurons remain silent for a few hundred milliseconds (down state). The slow oscillation occurs synchronously in large neuronal populations in such a way that it can be reflected on EEG recordings as high-amplitude low-frequency waves. The slow rhythm entrains other sleep oscillations in a coalescence of multiple rhythms. Among the latter, spindles are associated with burst firing in thalamocortical populations. They arise from a cyclic inhibition
### Table 18-1 Summary of the Modifications in Global and Regional Hemodynamic or Metabolic Parameters during NREM and REM Sleep

<table>
<thead>
<tr>
<th>AREA</th>
<th>DEEP NREM SLEEP</th>
<th>REM SLEEP</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>KETY-SCHMIDT</td>
<td>PET</td>
</tr>
<tr>
<td><strong>Global Changes</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>↓ relative to W and REM sleep</td>
<td>↓ relative to W and REM sleep</td>
</tr>
<tr>
<td><strong>Regional Changes</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Lateral frontal</td>
<td>↓ relative to W</td>
<td>↑ in response to slow waves</td>
</tr>
<tr>
<td>Medial prefrontal (including orbito-frontal)</td>
<td>↑ in response to slow waves</td>
<td>↑ relative to W</td>
</tr>
<tr>
<td>Lateral parietal</td>
<td>↓ relative to W</td>
<td>↓ relative to W</td>
</tr>
<tr>
<td>Medial parietal (including precuneus)</td>
<td>↓ relative to W</td>
<td>↓ relative to W</td>
</tr>
<tr>
<td>Temporo-occipital</td>
<td>↑ relative to W</td>
<td>↑ relative to W</td>
</tr>
<tr>
<td>Anterior cingulate cortex</td>
<td>↑ relative to W or SWS</td>
<td>↑ relative to W or SWS</td>
</tr>
<tr>
<td>Medial temporal lobe (hippocampus, parahippocampus)</td>
<td>↑ in response to slow waves</td>
<td>↑ in response to slow waves</td>
</tr>
<tr>
<td>Medial temporal lobe (amygdala)</td>
<td>↑ relative to W or SWS</td>
<td>↑ relative to W or SWS</td>
</tr>
<tr>
<td>Thalamus</td>
<td>↓ relative to W</td>
<td>↓ relative to W</td>
</tr>
<tr>
<td>Basal ganglia</td>
<td>↓ relative to W</td>
<td>↓ relative to W</td>
</tr>
<tr>
<td>Pons, midbrain</td>
<td>↓ relative to W</td>
<td>↑ in response to slow waves</td>
</tr>
<tr>
<td>Cerebellum</td>
<td>↓ relative to W</td>
<td>↑ in response to slow waves</td>
</tr>
</tbody>
</table>

↑, increase; ↓, decrease; ~≈, about same activity; fMRI, functional magnetic resonance imaging; NREM, non–rapid eye movement; PET, positron-emission tomography; REM, rapid eye movement; SWS, slow-wave sleep; W, wakefulness.
of thalamocortical (TC) neurons by reticular thalamic (RT) neurons, which elicits postinhibitory rebound spike bursts in TC cells, which in turn entrain cortical populations in spindle oscillations. 

At the macroscopic systems level, the measure of brain metabolism or hemodynamics by PET usually requires the integration of the brain activity over extended time periods (from tens of seconds for H215O-PET to 45 minutes for fluorodeoxyglucose F-18 (18F-FDG) PET, resulting in the averaging of brain activity over the up and down states described earlier. Consequently, NREM sleep has systematically been associated with lower brain energy metabolism than has wakefulness.8 Relative to wakefulness, cerebral glucose and oxygen metabolisms, as well as cerebral blood flow, are decreased by 5% to 10% during stage 2 sleep9,10 and by 25% to 40% during slow-wave sleep.

Brain glucose metabolism is significantly decreased during slow-wave sleep relative to both wakefulness and REM sleep. Adapted from Maquet P, Dive D, Salmon E, et al. Cerebral glucose utilization during sleep–wake cycle in man determined by positron emission tomography and [18F]2-fluoro-2-deoxy-D-glucose method. Brain Res 1990;513:136-143.

During SWS, human EEG recordings are characterized by high-voltage low-frequency oscillations whose classification is not always clear. The power density in the 0.75- to 4-Hz frequency band, usually referred to as slow-wave activity (SWA), has proved a very useful and popular parameter because it quantifies the dissipation of homeostatic sleep pressure during NREM sleep.18 However, its frequency bounds do not respect the dichotomy between slow (<1 Hz) and delta rhythms (1–4 Hz), which is based on differences in the respective cellular correlates of these oscillations in animals.19 In the temporal domain, the amplitude of SWS waves is classically larger than 75 µV.19 However, the largest waves (≥140 µV) have been taken as realizations of the slow oscillation (<1 Hz).20,21 Transient increases in brain activity associated with slow (≥140 µV) and delta EEG waves (75–140 µV) can be detected in the pontine tegmentum (in an area encompassing the locus coeruleus), midbrain, and cerebellum in several cortical areas including inferior frontal, medial prefrontal, precuneus, and posterior cingulate parahippocampal gyrus, areas that have been shown to be current sources underpinning human slow waves.22

As compared to baseline activity, slow waves are associated with significant activity in the parahippocampal gyrus,
cerebellum, and brainstem, whereas delta waves are related to frontal responses. These findings show that NREM sleep is not a state of brain quiescence but is an active state during which neural activity is consistently synchronized by sleep oscillations (spindles, slow rhythm) in specific cerebral regions. Electrophysiologic and computational evidence from the cortex and thalamus indicates that the tonic firing pattern and fluctuations of the membrane potential during slow-oscillation up states are similar to those that occur during the waking state, suggesting that the up state is a ubiquitous feature of neuronal dynamics in corticothalamic networks reproducing a micro-wakelike state that facilitate neuronal interactions. The partial overlap between the regional activity pattern related to SWS waves and the waking default mode network is consistent with the hypothesis that the brain responses synchronized by the slow oscillation restore micro-wakelike activity patterns (Fig. 18-2).

**PROCESSING OF EXTERNAL STIMULI DURING NREM SLEEP**

At present, only a few neuroimaging studies have investigated how the human brain processes external stimuli during sleep, and their results are controversial. In sedated young children, examined with fMRI, visual stimulation elicited a paradoxical decrease in response in the anterior aspect of the medial occipital cortex. Although the neurobiological significance of this enigmatic finding remains elusive, it has been replicated in naturally sleeping adults during SWS, using fMRI and PET. This response pattern does not seem specific to visual stimulations because it is also observed when auditory stimuli are delivered during NREM sleep.

In sharp contrast with these results, other data suggest that the brain still processes auditory stimuli up to cortical areas during NREM sleep. Significant responses to audi-

![Figure 18-2](image-url)
Although not reported in all studies, posterior cortices in temporooccipital areas are typically activated during REM sleep. In contrast, the dorsolateral prefrontal cortex, parietal cortex, posterior cingulate cortex, and precuneus are the least active brain regions. Although early animal studies had already mentioned the high limbic activity during REM sleep, functional neuroimaging in humans highlighted the contrast between the activation of limbic, paralimbic, and posterior cortical areas on the one hand and the relative quiescence of the associative frontal and parietal cortices on the other hand.

Regional functional integration is also modified during REM sleep, relative to wakefulness. For instance, the functional interactions between striate and extrastriate cortices, which are positive during wakefulness, become negative during REM sleep. Likewise, the functional connectivity between the amygdala and temporooccipital areas is tighter during REM sleep than during resting wakefulness.

The organization of human brain function during REM sleep somehow relates to some of the characteristics of dreaming activity. The perceptual aspects of dreams were detected in bilateral auditory cortex, thalamus, and caudate nuclei during wakefulness and light NREM sleep. In addition, the left amygdala and the left prefrontal cortex are recruited by stimuli having particular affective significance for the individual subject. (More information on how the brain process sensory input during sleep is found in Chapter 30).

### RAPID EYE MOVEMENT SLEEP

Reorganization of Regional Brain Function during REM Sleep: Relation with Dream Characteristics

The level of energy metabolism recorded during rapid eye movement (REM) sleep is similar to waking levels. However, the distribution of regional brain activity significantly differs from wakefulness. In addition to areas known to participate in generation and maintenance of REM sleep (e.g., pontine tegmentum, thalamic nuclei), significant activations of limbic and paralimbic areas (e.g., amygdaloid complexes, hippocampal formation, anterior cingulate cortex, and orbitofrontal cortex) are reported during REM sleep (Fig. 18-3).11,29,30

![Figure 18-3](image)

**Figure 18-3** A, Schematic representation of the relative increases and decreases in neural activity associated with REM sleep, as observed with positron emission tomography. A,H, amygdala and hippocampus; B, basal forebrain; Ca, anterior cingulate gyrus; Cp, posterior cingulate gyrus and precuneus; F, prefrontal cortex; H, hypothalamus; M, motor cortex; P, parietal supramarginal cortex; PH, parahippocampic gyrus; PT, pontine tegmentum; O, occipital-lateral cortex; Th, thalamus; T-O, temporooccipital extrastriate cortex; B, Cerebral areas more active in relation to rapid eye movements during paradoxical sleep than during wake. Transverse sections from 24 to 0 mm from the bicommissural plane. The functional data are displayed at \( P < .001 \) uncorrected, superimposed on the average MRI of the subjects, coregistered to the same reference space. Bottom panel, Plot of the adjusted regional cerebral blood flow (rCBF; arbitrary units) in the right geniculate body in relation to the rapid eye movement counts. The geniculate cerebral blood flow is correlated to the rapid eye movement counts more during REM sleep (in red) than during wake (in green). (A adapted from Schwartz S, Maquet P. Sleep imaging and the neuro-psychological assessment of dreams. Trends Cogn Sci 2002;6:23-30. B adapted from Peigneux P, Laureys S, Fuchs S, et al. Generation of rapid eye movements during paradoxical sleep in humans. Neuroimage 2001;14:701-708.)
would be related to the activation of posterior (occipital and temporal) cortices, whereas emotional features in dreams would be related to the activation of amygdalar complexes, orbitofrontal cortex, and anterior cingulate cortex. The recruitment of mesiotemporal areas would account for the memory content commonly observed in dreams. The relative hypoactivation of the prefrontal cortex might help to explain the alteration in logical reasoning, working memory, episodic memory, and executive functions characterizing dream reports collected from experimentally induced REM sleep awakenings. Activation of the anterior cingulate cortex and surrounding medial prefrontal cortex has been described, in studies on waking cognitive neuroscience, to be related to self-referential cognition and to the monitoring of performance. Activation of these structures within REM sleep might represent a role for REM sleep in the internal monitoring of aspects of the self, especially those having emotional significance given the activation of other related limbic and paralimbic structures.33

Brain Imaging and Other Characteristic Features of REM Sleep

Rapid eye movements constitute a prominent feature of REM sleep. Cerebral mechanisms underpinning the generation of spontaneous ocular movements differ between REM sleep and wakefulness in humans. Regional cerebral blood flow changes in the lateral geniculate bodies and in the striate cortex are significantly more correlated to ocular movement density during REM sleep than during wakefulness,31 a pattern later confirmed using fMRI.36 This pattern of activity is reminiscent of ponto-geniculo-occipital (PGO) waves, prominent phasic bioelectrical potentials associated with eye movements, which occur in isolation or in bursts just before and during REM sleep and are most easily recorded in cats and rats in the mesopontine tegmentum, the lateral geniculate bodies, and the occipital cortex.37

Another important feature in REM sleep is the instability in autonomic regulation and especially in cardiovascular regulation. During wake, the right insula is involved in cardiovascular regulation but during REM sleep, the variability in heart rate is related to the activity in the right amygdaloid complex.39 The functional connectivity between the amygdala and the insular cortex, two brain areas involved in cardiovascular regulation, differ significantly in REM sleep as compared to wake.39 These results suggest a functional reorganization of central cardiovascular regulation during REM sleep.

Experience-Dependent Modifications of Regional Brain Function during NREM and REM Sleep

Waking experience substantially influences regional brain activity during subsequent sleep. For instance, the blood flow of the hippocampus and parahippocampal gyrus during NREM sleep is increased in subjects who were navigating in a virtual town during the previous waking period, as compared to naive participants.40 The level of hippocampal activity expressed during SWS positively correlates with the improvement of performance in route retrieval on the next day, suggesting that hippocampal activity during NREM sleep is related to offline processing of spatial memory.40 Similarly, several brain areas activated during the execution of a serial reaction time task during wake (brainstem, thalamus, and occipital, parietal and premotor areas) are significantly more active during REM sleep in subjects previously trained on the task in comparison to nontrained subjects.41 This enhancement of regional brain activity during posttraining REM sleep is observed only when the material to learn is presented in a structured manner as compared to random presentation.45 It is then suggested to be associated with significant changes in brain functional connectivity.45 Collectively, these results support the hypothesis that the memory of a motor sequence is further processed during REM sleep in humans (Fig. 18-4). (For more information on memory processing in relation to sleep, see Chapter 29.)

BRAIN IMAGING AND OTHER CORRELATES OF SLEEP–WAKE CYCLE REGULATION

The timing of sleep and wake episodes is thought to be regulated by the interaction between the homeostatic sleep pressure and an intrinsic circadian oscillation.44 One study compared regional relative brain glucose metabolism between morning and evening wakefulness in healthy humans in order to define the mechanisms that maintain wakefulness across the day, in relation to the increasing sleep drive that accumulates over the wake period (see Chapter 37 for more information of sleep and wake process). Brain scans, using 18F-FDG PET, were conducted during quiet wakefulness in the morning and in the evening in 13 healthy adults (10 women, 3 men; mean age, 37 years). As expected, subjective ratings of alertness were lower in the evening than in morning. Conversely, relative regional glucose metabolism was significantly higher in the evening than in the morning in a large cluster of midline and brainstem structures. More specifically, changes were localized in the pontine and midbrain reticular formation, midbrain raphe, locus coeruleus, and posterior hypothalamus. Note that evening wakefulness is associated with increased relative metabolism in brainstem and hypotalamic arousal systems and decreased relative metabolism in posterior cortical regions. These patterns might reflect input from the circadian timing system(s) to promote wakefulness, or they might reflect the effects of increasing homeostatic sleep drive (see Section 5 of this volume).

The activity of suprachiasmatic nucleus, the master circadian clock, is influenced by external temporal markers (zeitgebers), the most important of which is light. In addition to vision, light profoundly affects human physiology and modulates sleep–wake cycles, body temperature, endocrine functions, alertness, and performance.44 Animal and human studies demonstrated that a nonvisual photoreception system mediates these effects, which include the synchronization of the circadian system, suppression of melatonin, regulation of sleep, and improvements in alertness and cognition.45,46 This photoreception system recruits the retinal photoreceptors (rods and cones) and intrinsically photosensitive retinal ganglion cells expressing melatonin.40,41 These retinal ganglion cells project to numerous
CHAPTER 18 • What Brain Imaging Reveals about Sleep Generation and Maintenance

(470 nm) light was then shown to enhance brain responses to a working memory task in areas such as the thalamus and association cortices; it prevented the decline otherwise observed with green (550 nm) light exposure.54 These results supported the potential involvement of melanopsin in eliciting these nonvisual modifications in brain responses. However, no definite claims could be made concerning the contribution of different photoreceptor classes. Subsequently, the relative contribution of S-cones, melanopsin-expressing ganglion cells, and M-cones to nonvisual brain responses to light was assessed using short duration violet (430 nm), blue (473 nm), and green (527 nm) monochromatic light exposures.55 Because light exposures were short

nuclei of the brainstem, hypothalamus, thalamus, and cortical structures; such an anatomic connectivity suggests that the nonvisual system can influence many brain functions.

However, light has been shown to enhance cortical and subcortical responses induced by various cognitive challenges. Polychromatic bright white light (>7000 lux) was first shown to enhance responses to attention tasks in subcortical (hypothalamus and thalamus) and cortical areas during the night.52 Similar results were observed during daytime.53 These early experiments did not make it possible to specify the relative contribution of the different retinal photoreceptors involved. Monochromatic blue

Figure 18-4 Influence of previous waking experience, here a procedural motor sequence learning, on the distribution of regional brain activity during subsequent REM sleep. Statistical parametric maps of different contrasts are displayed at six different brain levels (from 16 mm below to 64 mm above the bicommissural plane), superimposed on the average (co-registered and normalized) MRI image of the sleeping subjects. All maps were thresholded at \( P < .001 \) (uncorrected), except for A, which was thresholded at voxel-level–corrected \( (P < .05) \).

A, Brain regions activated during performance of a serial reaction time (SRT) task during wakefulness (SRT–rest).

B, Brain regions activated during REM sleep (REM sleep–wakefulness) in subjects previously trained to the SRT task.

C, Brain regions activated during REM sleep (REM sleep–wakefulness) in nontrained subjects.

D, Brain regions activated more in trained subjects than in nontrained subjects during REM sleep; that is, the intersection of the condition (REM sleep versus wakefulness) by group (trained versus nontrained).

E, Brain regions that were both recruited during the execution of motor tasks and more activated in trained than in nontrained subjects scanned during REM sleep; that is, the conjunction of (SRT–rest) with the condition [REM sleep versus wakefulness] by group [trained versus nontrained]. (Adapted from Maquet P, Laureys S, Peigneux P, et al. Experience-dependent changes in cerebral activation during human REM sleep. Nat Neurosci 2000;3:831–836.)
BRAIN IMAGING AND NEURAL CORRELATES OF HUMAN SLEEP DEPRIVATION

Sleep generation and maintenance are strongly affected by the homeostatic sleep drive. Understanding the neural correlates, therefore, of sleep deprivation, which increases the homeostatic sleep drive, provides additional clues from functional neuroimaging about the mechanisms of sleep generation and sleep maintenance.

Wu and colleagues assessed regional cerebral metabolism using the $^{18}$F-FDG PET method in healthy subjects before and after 32 hours of sleep deprivation. They noted prominent decreases in metabolism in the thalamus, basal ganglia, temporal lobes, and cerebellum and increases in visual cortex. Whole-brain absolute metabolic rate was not different.

Thomas and coworkers described the effects of 24 hours, 48 hours, and 72 hours of sleep deprivation on waking regional cerebral metabolism assessed via $^{18}$F-FDG PET, as well as alertness and cognitive performance. Sleep deprivation was associated with global declines in absolute cerebral metabolism. Regionally, these declines were most notable in frontoparietal cortex and in the thalamus. This is consistent with studies showing that the effects of sleep deprivation on SWS are greatest in frontal EEG leads. Alertness and cognitive performance on a sleep deprivation–sensitive serial addition and subtraction test declined in association with the sleep-deprivation–associated regional deactivations.

Paus and colleagues have demonstrated that blood flow in the thalamus and pontomesencephalic tegmentum as assessed by $H_2^{15}$O PET positively correlates with arousals in sleep, with performance on vigilance tasks and with loss of consciousness associated with anesthesia. In

**Figure 18-5** Effects on regional brain activity of exposure to bright white light during the night, as assessed with positron emission tomography. Regional cerebral blood flow (rCBF) was measured in subjects attending to auditory stimuli in near darkness following light exposures (>8000 lux) of different durations (0.5, 17, 16.5, and 0 min) during the biological night. A, Parietal and occipital areas where the regional brain blood flow is significantly increased in proportion to the duration of the previous exposure to light. Left panels, Functional data displayed at $P < .05$ (voxel level), superimposed on the mean normalized MRI scan. Right panels, Plots of the adjusted regional cerebral blood flow in these areas. The duration of the light exposure preceding each scan is indicated by the yellow boxes in the insert above the activity estimates. B, Suprachiasmatic area where the blood flow is significantly decreased in proportion to the duration of the previous exposure to light. Functional data are displayed at $P < .001$ (uncorrected), superimposed on a parasagittal view of the mean normalized MRI scan (x coordinate, 2 mm). Inset, Enlargement of the hypothalamic area. Lower panel, Corresponding adjusted blood flow for the four scans of the blocks. (Adapted from Perrin F, Peigneux P, Fuchs S, et al. Nonvisual responses to light exposure in the human brain during the circadian night. Curr Biol 2004;14:1842-1846.)
some instances this arousal network also included the basal forebrain and anterior cingulate cortex. These findings regarding sleep deprivation support the role for sleep in restoring brain function in thalamocortical networks associated with higher-order cognition.

One study assessed changes in regional brain function during sleep recovery following sleep deprivation in order to define the specific neural correlates of the sleep recovery process. Homeostatic sleep need was modulated in a within-subjects design via sleep deprivation. In four young adult healthy male subjects (mean age, 24.9 years ± 1.2 years), NREM sleep was assessed using 18F-FDG PET after a normal night of sleep and again after 36 hours of sleep deprivation. Both absolute and relative regional cerebral glucose metabolic data were obtained and analyzed. In relation to baseline NREM sleep, subjects’ recovery NREM sleep was associated with increased SWA, global reductions in whole-brain metabolism, and relative reductions in glucose metabolism in broad regions of frontal, parietal, and temporal cortex. The results demonstrate that the homeostatic recovery function of sleep is associated with global reductions in whole-brain metabolism during NREM as well as greater relative reductions in broad regions of frontal, parietal, and temporal cortex. These results show that the homeostatic function of sleep in humans involves a reduction of glucose metabolism throughout the cortex. Neurobiological models of sleep homeostasis, therefore, need to account for the inverse relationship between SWA and cerebral glucose utilization and may suggest that the increased SWA associated with recovery from sleep deprivation is a marker of an increased need for cerebral metabolic restoration.

**FUNCTIONAL NEUROIMAGING IN SLEEP DISORDERS**

Functional neuroimaging studies in patients with sleep disorders provide additional clues to the role of various brain structures in generating and maintaining sleep. If the previously stated hypotheses regarding the role of various brain structures in these processes are correct, then these brain structures should function abnormally in some manner in patients who do not sleep well. Insomnia, for example, is a disorder in which patients have difficulty falling asleep or staying asleep or who have nonrestorative sleep along with daytime dysfunction. A review of the functional neuroimaging findings in this disorder provides additional clues, because new data are emerging on a regular basis about the neural mechanisms of sleep generation and maintenance in humans.

**Insomnia and Brainstem and Hypothalamic Arousal Networks**

Human sleep neuroimaging studies in insomnia subjects support the involvement of basic arousal networks in disturbances in NREM sleep (Video 18-1). Nofzinger and colleagues investigated the neurobiological basis of poor sleep in insomnia. Insomnia patients and healthy subjects completed regional cerebral glucose metabolic assessments during both waking and NREM sleep using 18F-FDG PET. Healthy subjects reported better sleep quality than did insomnia subjects. The two groups did not differ on any measure of visually scored or automated measure of sleep. Grouping by state-interaction analysis confirmed that insomnia subjects showed a smaller decrease than did healthy subjects in relative glucose metabolism from waking to NREM sleep in the brainstem reticular core and in the hypothalamus. This study supports the concept that persistent activity in this basic arousal network may be responsible for the impaired objective and subjective sleep in insomnia patients (Figs. 18-6 and 18-7).

In terms of interventions, the action of sedative–hypnotics may be primarily on these basic arousal systems. For...
example, Kajimura's group assessed regional cerebral blood flow, as a correlate of neuronal activity, during NREM sleep in response to triazolam, a short-acting benzodiazepine sedative–hypnotic. They found that blood flow in the basal forebrain was lower during NREM sleep following administration of triazolam than following administration of placebo.

One study aimed to determine if eszopiclone, a nonbenzodiazepine cyclopyrrolone, reversed the pattern of brainstem, hypothalamus, and basal forebrain abnormalities found in insomnia patients. In this study, eight subjects (four women and four men; mean age, 35 years) completed 2 weeks of open-label eszopiclone treatment, 3 mg at bedtime. Pre- and posttreatment assessments included sleep diary, 3 nights of polysomnography, and waking and NREM sleep 18F-FDG PET scans. From pre- to posttreatment, insomnia patients showed improvements in all subjective measures of sleep, sleep quality, mood, and next-morning alertness. The Pittsburgh Sleep Quality Index total was 11.9 ± 2.5 pretreatment and 7.5 ± 2.3 posttreatment; paired t(7) = 3.86, P = .006. Brain-imaging analyses showed that the reduction in relative metabolism in an arousal network from waking to NREM sleep was greater following eszopiclone treatment than before. Specific regions included the pontine reticular formation and ascended into the midbrain, subthalamic nucleus, culmen of the cerebellum, and thalamus. Related neocortical areas showing this interaction included the orbitofrontal cortex, superior temporal lobe, right paracentral lobule of the posterior medial frontal lobe, right precuneus, dorsal cingulate gyrus, and portions of the frontal lobe. Comparisons involving only sleep, but not wake, revealed similar regions of posttreatment reductions in relative metabolism.

These results demonstrate that eszopiclone reverses a pattern of central nervous system hyperarousal in insomnia patients. This effect is most pronounced during NREM sleep, at a time when the concentration of eszopiclone in the brain, when given before sleep, should be highest. The inhibitory actions of eszopiclone, and likely similar nonbenzodiazepine sedative–hypnotics and potentially the benzodiazepine sedative–hypnotics, then, that are likely responsible for the sedating properties of these medications appear to be largely on an arousal neural network within sleep that includes the pontine and midbrain reticular activating system. Such studies further corroborate the essential role of these structures in generating and maintaining sleep (Fig. 18-8).

**Insomnia, Disorders of Emotion, and Limbic and Paralimbic Arousal Networks**

Importantly, the basic biology of arousal can be modified by neural systems that regulate emotional and goal-directed behavior. These systems may play an important role in modulating or perpetuating the increased arousal of insomnia patients. Demonstration of this provides significant support for an essential role for these systems in generating and maintaining sleep. This is especially true given the significant epidemiologic and neurobiological overlaps between insomnia and mental disorders.

The results of preclinical neuroimaging studies of healthy humans and depressed humans support the importance of two neural systems in emotional behavior. A more ventrally located system, with important contributions from the amygdala, has been shown to be fundamental to the initial experience of emotions and to the automatic generation of emotional responses. The function of this system is a reactive one in response to emotional stimuli. Other structures related to this system include the anterior insula, ventral striatum, and ventral regions of the anterior cingulate cortex and ventral prefrontal cortex. A more dorsally located system, with important contributions from the dorsolateral prefrontal cortex, has been shown to be fundamental to the conscious, planned regulation of emotional behavior in light of future behavior. The function of this system is one of planning behavior in response to emotional stimuli. Other structures related to this system include the hippocampus and the dorsal regions of the anterior cingulate cortex. A primary structure in the ventral system is the amygdala. It has been shown to participate in the sensory component of emotional behavior and in the initial organization of a reactive emotional response. In humans, the amygdala shows increased activation in response to a variety of emotional stimuli including fearful faces, sad faces, threatening words, and fearful vocalizations. A reactive motor role for the amygdala includes the recruitment and coordinating of cortical arousal and vigilant attention for optimizing sensory and perceptual processing of stimuli associated with underdetermined contingencies.

Recent work shows that the amygdala is anatomically connected with and functionally modulates effects on the brainstem centers involved in arousal and sleep regulation. Similarly, other components of the ventral emotional system such as the ventral striatum, the subgenual anterior cingulate cortex, and the ventromedial prefrontal cortex are known to have anatomic and functional relationships with brainstem centers that are thought to play a role in behavioral state regulation in addition to the primary roles they each play in cortical arousal.

Human sleep neuroimaging studies support the role for components of the ventral emotional system in pathological sleep associated with both depression and insomnia. Nofzinger and colleagues used 18F-FDG PET to define...
regional cerebral correlates of arousal in NREM sleep in 9 healthy and 12 depressed patients. They assessed EEG power in the beta high-frequency spectrum as a measure of cortical arousal. They then correlated beta power with metabolism in NREM sleep. They found that beta power negatively correlated with sleep quality. Further, beta power positively correlated with ventromedial prefrontal cortex metabolism in a group of depressed subjects and a group of healthy subjects. They concluded that elevated function in the ventromedial prefrontal cortex, an area associated with obsessive behavior and anatomically linked with brainstem and hypothalamic arousal centers, may contribute to dysfunctional arousal.

Nozfinger and coworkers\textsuperscript{63} also investigated the neurobiological basis of poor sleep in insomnia. Insomnia patients and healthy subjects completed regional cerebral glucose metabolic assessments during waking and during NREM sleep using \textsuperscript{18}F-FDG PET. A group by state interaction analysis confirmed that insomnia subjects showed a smaller decrease than did healthy subjects in relative metabolism from waking to NREM sleep in the insular cortex, amygdala, hippocampus, anterior cingulate, and medial prefrontal cortices. This study supports the notion that persistent overactivity in a limbic or paralimbic level of the arousal system contributes to the nonrestorative sleep in insomnia patients.

**Insomnia, Disorders of Emotion, and Neocortical Arousal Networks**

Beyond the subcortical brainstem and the hypothalamic and limbic and paralimbic neural systems, the prefrontal cortex might play a role in insomnia in several respects. As noted, there are significant epidemiologic links between insomnia and disorders of emotion. The dorsolateral prefrontal cortex is a primary structure in the dorsal emotional neural system. This structure has been shown to play an important role in executive function, including selective attention, planning, and effortful regulation of affective states. The dorsolateral prefrontal cortex maintains the representation of goals and the means to achieve them. It sends bias signals to other areas of the brain to facilitate the expression of task-appropriate responses in the face of competition with other responses.

Davidson has shown the importance of left-lateralized prefrontal cortex regions in approach-related appetitive goals and the right in behavioral inhibition and vigilant attention. The dorsolateral prefrontal cortex not only is responsible for recruiting or inhibiting limbic regions as appropriate to performing tasks\textsuperscript{67} but also appears to be modulated by early limbic processing. A related component of the dorsal emotional system is the dorsal anterior cingulate cortex. This region has been associated with conflict-monitoring (e.g., it is particularly active during conditions when one must arbitrate quickly between two likely responses). Given its role in the executive aspects of emotional behavior, an abnormal increase in vigilant functions of the prefrontal cortex could lead to insomnia, whereas deficient executive behavior could be a consequence of inadequate sleep resulting from insomnia.

Nozfinger's group\textsuperscript{68} investigated regional cerebral glucose metabolism in insomnia patients and healthy subjects during both waking and NREM sleep using \textsuperscript{18}F-FDG PET. Insomnia subjects scored worse on measures of daytime concentration and fatigue consistent with prefrontal cortex impairment. Insomnia patients showed increased global cerebral glucose metabolism during sleep and wake, suggesting an increased vigilant or attentive function of the neocortex consistent with hyperarousal. A group by state interaction analysis confirmed that insomnia subjects showed a smaller decrease than did healthy subjects in relative metabolism from waking to NREM sleep in the thalamus, the anterior cingulate, and medial prefrontal cortices, suggesting a persistence of thalamocortical arousal even within sleep in insomnia patients. While awake, in relation to healthy subjects, insomnia subjects showed relative hypometabolism in a broad region of the frontal cortex bilaterally; left hemispheric superior temporal, parietal, and occipital cortices; and the thalamus. Their daytime fatigue might reflect decreased activity in prefrontal cortex that results from inefficient sleep.

Several interventions may alter activity in the prefrontal cortex in a beneficial manner for insomnia patients. For example, Lou and colleagues\textsuperscript{69} assessed regional brain function associated with Yoga Nidra, a meditative state in which there is a loss of conscious control and an increased awareness of sensory experience. In their study, they found reduced blood flow during meditation in an attentional network that included the dorsolateral prefrontal cortex and anterior cingulate cortex, as well as increased blood flow in posterior sensory and associative cortex associated with visual imagery. Cognitive approaches to the treatment of insomnia may have similar mechanisms of action in prefrontal areas.

Serotoninergically active antidepressants also increase brain function (blood flow or metabolism) in dorsal paralimbic and dorsolateral prefrontal cortex. Increasing activity in prefrontal cortex might reverse prefrontal deficits in insomnia patients, leading to improved daytime cognitive function. Alternatively, further increase of an already metabolically overactive prefrontal cortex might increase attentive and vigilant functions, thereby producing further insomnia, a not uncommon side effect of selective serotonin reuptake inhibitor (SSRI) therapy in depressed or insomnia patients.

One study has documented prefrontal hypoactivation in insomnia as predicted from the background review previously mentioned. This study investigated functional brain activation differences as a possible result of chronic insomnia, and the reversibility of these differences after nonmedicated sleep therapy. Twenty-one insomnia subjects and 12 carefully matched controls underwent fMRI scanning during the performance of a category and a letter-fluency task. Insomniac subjects were randomly assigned to either a 6-week period of nonpharmacologic sleep therapy or a wait-list period, after which fMRI scanning was repeated using parallel tasks. Task-related brain activation and number of generated words were considered as outcome measures. Compared to controls, insomnia patients showed hypoactivation of the medial and inferior prefrontal cortical areas (Brodmann areas 9, 44-45), which recovered after sleep therapy but not after a wait-list period. These studies support the hypothesis that insomnia interferes in a reversible fashion with
activation of the prefrontal cortical system during daytime task performance.

**REM Sleep in Depression**

Given that REM sleep activates limbic and anterior paralimbic cortex in healthy subjects, the increased REM sleep in depressed patients may reflect a greater re-activation of these structures in REM sleep. Nozinger and coworkers tested this hypothesis in 24 depressed patients and 14 healthy subjects. They underwent EEG sleep studies and regional cerebral glucose metabolism assessments during both waking and REM sleep using F-FDG PET. Depressed patients showed greater REM sleep percentage. Consistent with the hypothesis that depressed patients would show increased activation in limbic and anterior limbic structures from waking to REM, depressed patients showed greater increases in relative metabolism from waking to REM sleep than healthy subjects in the midbrain reticular formation, including the prefrontal area, and in a larger region of anterior paralimbic cortex. Additionally, depressed patients showed greater increases in relative metabolism from waking to REM sleep than healthy subjects in a broadly distributed region of predominantly left hemispheric dorsolateral prefrontal, parietal, and temporal cortex. This area included the frontal and parietal eye fields.

Increased activation of the brainstem reticular formation from waking to REM sleep in depressed patients is consistent with the model of an altered balance in brainstem monoaminergic (norepinephrine and serotonin) systems and brainstem acetylcholine neuronal systems in depressed patients. A second important finding in this study was the increased activation of limbic and anterior paralimbic (hippocampus, basal forebrain/ventral pallidum, anterior cingulate, and medial prefrontal) cortex from waking to REM sleep in the depressed patients. The highest density of cholinergic axons is in core limbic structures such as the hippocampus and amygdala. Limbic and anterior paralimbic cortices also have high densities of inhibitory 5-hydroxytryptamine C1A (5-HT 1A) postsynaptic receptors in relation to other areas of cortex. Behaviorally, increased activation of limbic and paralimbic cortex in depressed patients may reflect a susceptibility of depressed patients to experience stimuli in a more affectively intense, negative context, given the increased activation of these structures in response to negatively valenced stimuli or increased affective states. A third major finding in this study is the relatively greater activation of executive cortex from waking to REM sleep in depressed patients. This may reflect a change in modulation of cortical function from monoaminergic during waking to cholinergic in REM sleep, coupled with a monoaminergic or cholinergic imbalance in depressed patients. Behaviorally, this might also reflect a greater involvement of executive function during REM sleep in depressed patients, perhaps in response to the increased affective state produced by the abnormal re-activation of limbic and paralimbic cortex during REM sleep in depressed patients.

**Fatal Familial Insomnia**

Perani and colleagues assessed cerebral metabolism in four patients with fatal familial insomnia, a prion disease with a mutation at codon 178 of the prion protein gene. Thalamic hypometabolism was found in all cases, and more widespread nonspecific cortical hypometabolism was noted in some. Perani and colleagues suggest that the thalamic dysfunction is consistent with the neuropathologic findings in the disorder and is a hallmark of the disease.

Kloppel's group reported the results of a [123I] β-CIT SPECT study in two cases of fatal familial insomnia. They showed a 57% and 73% reduced availability of serotonin transporters in a thalamus-hypothalamus region in the two patients in relation to age-expected control values. Although the interpretation is not entirely clear, they suggest that this might reflect altered serotoninergic function in regions of the brain thought to be important in sleep–wake regulation in this patient group.

**SUMMARY**

The application of functional neuroimaging methods to the study of sleep in health and disease in human subjects has provided unique insights into the neural mechanisms of sleep generation and maintenance. In many instances, these studies provide secondary support for the neural mechanisms of sleep generation and maintenance that have been discovered in preclinical research. They also provide unique insights into the involvement and interaction of broad neural networks at subcortical and cortical levels in a defined and regular manner to produce the final experience of sleep in humans. Brain imaging studies are contributing to the understanding of how wake and sleep networks can behave pathologically to produce various sleep disorders and where treatments can reverse these abnormalities.
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**Clinical Pearl**

Neural systems related to sleep–wake regulation and the function of sleep overlap extensively with neural systems involved in essential aspects of waking cognitive and emotional behavior. Disruptions in sleep in patients with sleep disorders, therefore, can be associated with alterations in these neural systems, and, in turn, altered sleep leads to fundamental changes in these neural systems that impair waking behavior.
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During a typical night’s sleep, a broad spectrum of autonomic patterns unfolds that provides both respite and stress to the cardiovascular system. These effects are the consequences of carefully orchestrated changes in central nervous system (CNS) physiology as the brain periodically reexcites during rapid eye movement (REM) sleep from the relative tranquility of non–rapid eye movement (NREM) sleep.

The main goal of this chapter is to provide insights into the central and peripheral nervous system mechanisms that regulate cardiovascular function during sleep. Particular attention is focused on cardiac electrical stability and coronary artery blood flow because these factors can trigger life-threatening cardiac arrhythmias and myocardial infarction in individuals with heart disease. Attention is also directed toward the central mechanisms underlying the high sympathetic tone found in conditions associated with sleep disordered breathing, including obstructive sleep apnea (OSA) and heart failure, and with cardiovascular function in infants, particularly during NREM sleep.

The reflexive cardiovascular changes during breathing manifested as cyclical heart rate variation also have a converse relationship, as transient elevation of arterial blood pressure results in a slowing, cessation, or diminution of breathing efforts. This effect is enhanced during sleep, when even small reductions in arterial blood pressure increase respiratory rates. These breathing pauses and increased rates apparently serve as compensatory mechanisms to normalize arterial blood pressure. Absence of these normal breathing pauses and diminished breathing variation, as well as reductions in respiration-induced heart rate variation, are characteristic of infants who later succumb to SIDS and may hint at a failure of compensatory mechanisms underlying the syndrome. Reduced heart rate variability is also typical of infants afflicted with congenital central hypoventilation syndrome, a condition in which the drive to breathe is lost during sleep. Obstructive sleep apnea in children is accompanied by exaggerated heart rate variation. Thus, the common denominator of cardiac risk associated with depressed heart rate variability appears to be loss of normal vagal nerve function.

Sympathetic nerve activity appears to be relatively stable during NREM sleep, and its cardiovascular input is reduced by more than half from wakefulness to stage 4 of NREM sleep. In general, the autonomic stability of NREM sleep, with hypotension, bradycardia, and reductions in cardiac output and systemic vascular resistance, provide a
The integration of cardiorespiratory function during sleep is achieved at several levels in the neuraxis. Several pontine and suprapontine, as well as cerebellar, mechanisms have the capability of altering cardiorespiratory patterns during both sleep and wakefulness. The importance of the pontine structures in REM sleep activation has been documented by positron emission tomography imaging studies of REM sleep dreaming, which demonstrate preferential activation of the limbic and paralimbic regions of the forebrain in REM sleep compared with waking or with NREM sleep. The midline raphé of the pons contains serotonergic neurons that play significant roles in vascular control; the neurons are damaged in heart failure (Fig. 19-2), likely as a consequence of impaired perfusion and hypoxia accompanying impaired breathing during sleep in the condition. The orbital frontal cortex, portions of the hippocampal formation, and hypothalamic structures are frequently included among forebrain structures participating in cardiorespiratory patterning as well as affective behavior. The central nucleus of the amygdala is strategically positioned to regulate cardiac and respiratory functions of affective behavior, because it projects extensively to the parabrachial pons and the nucleus of the solitary tract, the dorsal motor nucleus, and the periaqueductal gray region, all areas exerting significant influences on relatively salutary neurohumoral background during which the heart has an opportunity for metabolic restoration. The bradycardias appear to be caused mainly by an increase in vagal nerve activity, whereas the hypotension is primarily attributable to a reduction in sympathetic vasomotor tone. During transitions from NREM to REM sleep, bursts of vagal nerve activity may result in pauses in heart rhythm and frank asystole. REM sleep is initiated at 90-minute intervals and, in subserving brain neurochemical functions and behavioral adaptations, can disrupt cardiorespiratory homeostasis. The brain’s increased excitability during REM sleep can result in major surges in cardiac sympathetic nerve activity to the coronary vessels. Baroreceptor gain is reduced. Heart rate fluctuates strikingly, with marked episodes of tachycardia and bradycardia. Cardiac efferent vagus nerve tone is generally suppressed during REM sleep, and breathing patterns are highly irregular and can lead to oxygen reduction, particularly in patients with pulmonary or cardiac disease. The neurons activating the principal diaphragmatic respiratory muscles normally escape the generalized inhibition, although accessory and upper airway muscles diminish activity. This loss of activity is especially marked in infant thoracic and abdominal muscles during REM sleep. During sleep apnea, there may be cessation of central respiratory activity or peripheral obstruction several hundred times each night, with the potential for dire consequences for cardiorespiratory activity.
cardiac action. Portions of the amygdala, hippocampal formation, and frontal and insular cortices all participate in mediating the transient arterial blood pressure elevation elicited by cold pressor challenges or Valsalva maneuvers, as indicated by functional magnetic resonance.\textsuperscript{25} The inspiratory and expiratory loading that accompanies impaired breathing during sleep likely recruits these central nervous system structures. The hippocampal formation and recipients of its output fibers in the fornix, the mammillary bodies, are of particular interest, because these structures are severely injured in both OSA and heart failure patients (Fig. 19-2B).\textsuperscript{24,26-28} In addition to its role in blood pressure regulation, the hippocampus, and particularly the mammillary bodies, serves significant roles in recent (antereograde) memory.\textsuperscript{29} Other conditions with comparable injury and memory impairment, such as Korsakoff syndrome accompanying chronic alcoholism, are associated with thiamine deficiency, a consequence of fluid regulation or malnutrition.\textsuperscript{30} The sympathetic activation in OSA, leading to profuse sweating during sleep, and the usual interventional therapy of diuresis of heart failure patients predispose patients to loss of thiamine.

The insular cortex deserves special attention over other cortical areas that express regulatory action on cardiovascular control during sleep and waking states. Both animal and human studies show that the area modulates both sympathetic and parasympathetic action, with sympathetic outflow principally controlled by the right insula and parasympathetic action by the left\textsuperscript{31} (although both sides apparently interact).\textsuperscript{32} Of interest for the sleep field are the marked deficits found in the insula in conditions with sleep-disordered breathing and high sympathetic tone—namely, heart failure and OSA.\textsuperscript{33-36} Heart failure patients exhibit severe insular gray matter loss, preferentially on the right side (Fig. 19-3A),\textsuperscript{37} and impaired functional magnetic resonance signal responses to cold pressor challenges and to Valsalva maneuvers in addition to an inability to mount appropriate heart rate responses.\textsuperscript{38,39} Patients with OSA also show aberrant heart rate and insular responses to cold pressor challenges and Valsalva maneuvers with both amplitude and timing of the neural responses affected in the breathing task.\textsuperscript{40-41} Lateralized insular responses are also relevant to epilepsy, because a propensity exists for some types of seizure discharge to occur during sleep states. Seizure discharge can exert profound influences on arterial blood pressure and heart rate,\textsuperscript{42} and a unilateral seizure focus could trigger unique autonomic responses. The influence of cortical structures on subcortical sites carries significant import for cardiorespiratory control.

Of all neural structures that can exert control over cardiovascular and respiratory activity in both sleep and waking states, the cerebellum is particularly significant. Although not classically considered to be a component of either breathing or cardiac control, a role for the cerebellum has been known for over half a century.\textsuperscript{43} A portion of this role is mediated through vestibular/cerebellar mechanisms in regulating blood pressure.\textsuperscript{44} Vestibular mechanisms modify arterial blood pressure responses to rapid postural changes, a process familiar to hypotensive individuals who suffer syncpe on rising rapidly from the horizontal position. Lesions of the cerebellar fastigial nucleus can result in ineffective compensatory responses to hypotension,\textsuperscript{45} with ensuing death. Cerebellar damage, with significant gray matter loss in the cerebellar cortex and deep nuclei, occurs in heart failure cases\textsuperscript{37} (see Fig. 19-3B) and in OSA\textsuperscript{46} and likely contributes to aberrant state-related cardiovascular control in these syndromes. The contributions of abnormal cerebellar development or cerebellar insults to cardiorespiratory disturbances have long been known.\textsuperscript{47-49}

\textbf{Cardiorespiratory Homeostasis}

An important consideration in preserving circulatory homeostasis during sleep is the coordination of control over two systems: the respiratory, essential for oxygen exchange, and the cardiovascular, for blood transport. The difficult balancing act of regulating two motor systems, one that supplies somatic musculature (i.e., diaphragmatic, intercostal, abdominal, and upper airway musculature) and the other involving regulation of autonomic pathways to the heart and vasculature, is a formidable task during sleep. This challenge is particularly daunting in individuals who have diseased respiratory or cardiovascular systems, particularly in the form of apnea or heart failure, or in infants, whose developing control systems may become compromised. Activity of the respiratory neurons varies greatly between sleep states, as does the regularity of heart rhythm. Tachycardia, polyneum, sweating, and dramatic elevations in arterial blood pressure secondary to intense autonomic activity occur primarily during REM sleep.

Maintenance of perfusion of vital organs through appropriate arterial blood pressure control is essential for
cardiorespiratory homeostasis. Respiratory mechanisms are recruited to support cardiovascular action by assisting venous return and by reflexively altering cardiac rate. Rapid eye movement sleep induces a near paralysis of accessory respiratory muscles and diminishes descending forebrain influences on brainstem control regions.50,51 Those reorganizations of control during REM sleep have the potential to interfere substantially with compensatory breathing mechanisms that assist arterial blood pressure management and to remove protective forebrain influences on hypotension or hypertension. The significant interaction between breathing and arterial blood pressure is evident in normalization of blood pressure by continuous positive airway pressure in patients with apnea-induced hypertension.52

The control of arterial blood pressure during sleep is of particular interest to those examining potential mechanisms of failure in SIDS. Several reports indicate that the final sequence in SIDS may be the result of failure in cardiac rhythm.53 Specifically, bradycardia and hypotension, rather than an initial breathing cessation, characterize the final event.54,55 There may be antecedent tachycardia for up to 3 days. The terminal events in SIDS are similar to the two stages of shock, namely, an initial sympathoactivation followed by a sudden, centrally triggered sympathoinhibition and bradycardia, leading to a life-threatening fall in arterial blood pressure. Some monitored SIDS cases show a near total loss of arterial blood pressure within a minute of onset of the fatal event. Apparently, the inadequate compensatory mechanisms displayed prior to the fatal event by infants at risk for SIDS fail to provide sufficient support. Because SIDS deaths occur largely during sleep, some interaction of state and compensatory mechanisms is suspected. The prone sleeping position contributes to an enhanced risk for SIDS, which possibly derives from the vestibular and cerebellar contributions to arterial blood pressure control described earlier. Because vestibular mechanisms assist mediation of arterial blood pressure to postural changes, static stimuli, such as those from the prone (as opposed to the supine) position, can directly modify cardiovascular responses to blood pressure challenges.56-59 Sleep effects on vestibular systems must be considered in examination of arterial blood pressure control mechanisms.

SLEEP STATE-DEPENDENT CHANGES IN HEART RHYTHM

Recent evidence indicates that the pronounced changes in heart rate occurring during REM sleep and transitions between sleep states are attributable to distinct mechanisms associated with specific brain sites rather than representing a continuum of autonomic change.

Heart Rate Surges

Several investigators have reported REM-induced increases in heart rate in experimental animals.12,15,60,63 Accelerations consisting of an abrupt, although transitory, 35% to 37% increases in rate that are concentrated during phasic REM were observed in canines (Fig. 19-4). These marked heart rate surges are accompanied by a rise in mean arterial blood pressure and are followed by a rate deceleration that is apparently baroreceptor mediated. Because the sequence is completely abolished by interruption of sympathetic neural input to the heart,60-62 the acceleration does not appear to be dependent on withdrawal of parasympathetic nerve activity.15,62

Rapid eye movement sleep state-dependent heart rate surges have also been observed in felines. The rate accelerations are linked to CNS activation as reflected in a concomitant increase in hippocampal theta frequency, PGO activity, and eye movements.64 In cats, the appearance of theta waves is characteristic of arousal, orienting activity, alertness, and REM sleep.65-67 The surges are abolished by cardioselective beta-adrenergic blockade with atenolol, suggesting, as in canines, that the peripheral effect is attributable to bursting of cardiac sympathetic efferent fiber activity, which directly affects heart rate. The main difference in rate responses between the two species is that in dogs, the rate acceleration is accompanied within seconds by a baroreflex-mediated deceleration. The precise basis for these differences in the pattern of heart rate responses is unclear, but a plausible explanation is that the canine studies were performed in beagles, a strain that is
bred for intense physical activity, which is a factor known to augment baroreceptor responsiveness.

**Heart Rhythm Pauses**

A complementary finding to centrally mediated heart rate surges is the observation in cats of an abrupt deceleration in heart rate that occurs predominantly during tonic REM sleep and is not associated with any preceding or subsequent change in heart rate or arterial blood pressure (Fig. 19-5). The involvement of the vagus nerve appears to be directly initiated by central influences, as there is no antecedent or subsequent change in resting heart rate or arterial blood pressure. The primary involvement of CNS activation is demonstrated by the consistent, antecedent, abrupt cessation of PGO activity and the concomitant interruption of hippocampal theta rhythm. In normal human volunteers, Taylor and colleagues observed heart rate decelerations during REM sleep that preceded eye movement bursts by 3 seconds; they suggested that the phenomenon reflects an orienting response at the onset of dreaming. How these changes in CNS activity lead to the tonic REM sleep-induced increase in vagus nerve tone to suppress sinus node activity remains unknown. Notwithstanding extensive studies of the physiologic and anatomic bases for PGO activity, little is known about its conductivity and functional relationship to heart rhythm control during sleep.

The most likely basis for the abrupt deceleration in heart rate during tonic REM sleep is a change in the centrally induced pattern of autonomic activity to the heart. This could be the result of a decrease in sympathetic nerve activity or of an enhancement of vagus nerve tone, or both in combination. In felines, cardioselective beta-adrenergic blockade with atenolol did not affect the incidence or magnitude of decelerations, but muscarinic blockade with glycopyrrolate completely abolished the phenomenon. These observations suggest that the tonic REM sleep-induced decelerations are primarily mediated by cardiac vagus nerve efferent fiber activity. It is well known that enhanced vagal activity can abruptly and markedly affect the sinus node firing rate. Because beta-adrenergic blockade exerted no effect on the frequency or magnitude of decelerations, it does not appear that withdrawal of cardiac sympathetic tone is an important factor in the observed rate changes. Respiratory interplay is not an essential component of the deceleration, as the phenomenon often occurred in the absence of a temporal association with inspiratory effort.

This primary heart rate pause phenomenon appears to be distinct from baroreceptor-mediated reductions in heart rate that almost invariably follow accelerations in rate and elevation of arterial blood pressure (Fig. 19-6). This second group of heart rhythm pauses was observed in canines and occurs mainly during the transition from slow-wave sleep to desynchronized sleep and more frequently during phasic than tonic REM sleep. They persisted for 1 to 8 seconds and were followed by dramatic increases in coronary blood flow averaging 30% and ranging up to 84%, which were independent of metabolic activity of the heart as reflected in the heart rate–blood pressure product. An intense burst of vagus nerve activity appears to produce the phenomenon, because the pauses
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**Figure 19-5** Representative polygraphic recording of a primary heart rate deceleration during tonic rapid eye movement (REM) sleep. During this deceleration, heart rate decreased from 150 to 105 BPM, or 30%. The deceleration occurred during a period devoid of ponto-geniculo-occipital (PGO) spikes in the lateral geniculate nucleus (LGN) or theta rhythm in the hippocampal (CA 1) leads. The abrupt decreases in amplitude of hippocampal theta waves (CA 1), PGO waves (LCN), and respiratory rate (diaphragm, DIA) are typical of transitions from phasic to tonic REM. ECG, electrocardiogram; EMG, electromyogram. (From Verrier RL, Lau RT, Wallooppillai U, et al. Primary vagally mediated decelerations in heart rate during tonic rapid eye movement sleep in cats. Am J Physiol 1998;43:R1136-R1141.)
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**Figure 19-6** Coronary blood flow (CBF) surge during deep non-rapid eye movement (NREM) sleep interrupted by electroencephalographic (EEG) desynchronization. This response pattern is common and appears to represent a brief, low-grade arousal. The 4.2-second pause in heart rhythm was followed by a brief increase of 46% in average peak CBF and a decrease of 49% in the heart rate–systolic blood pressure product. ECG, electrocardiogram; EEG, electroencephalogram; EMG, electromyogram. (From Dickerson LW, Huang AH, Nearing BD, et al. Primary coronary vasodilation associated with pauses in heart rhythm during sleep. Am J Physiol 1993;264:R186-R196.)
CORONARY ARTERY BLOOD FLOW REGULATION DURING SLEEP

Striking changes in coronary blood flow occur during REM and sleep-state transitions. Vatner and coworkers studied the effects of the sleep–wake cycle on coronary artery function in baboons. During the nocturnal period, when the animals were judged to be asleep by behavioral indicators, coronary blood flow increased sporadically by as much as 100%. The periodic oscillations in blood flow were not associated with alterations in heart rate or arterial blood pressure and occurred while the animals remained motionless with eyes closed. Because the baboons were not instrumented for electroencephalographic recordings, no information was obtained regarding sleep stage, nor was the mechanism for the coronary blood flow surge defined.

Concomitant with the heart rate surges of REM sleep observed in canines, as described earlier were remarkable, episodic surges in coronary blood flow with corresponding decreases in coronary vascular resistance. These phenomena occurred predominantly during periods of REM sleep marked by intense phasic activity as defined by the frequency of eye movements. There were no significant changes in mean arterial blood pressure. Heart rate was elevated during the coronary flow surges, suggesting an increase in cardiac metabolic activity as the basis for the coronary vasodilation. In fact, the close coupling between the heart rate–blood pressure product, an index of metabolic demand, and the magnitude of the flow surges indicates that the surges do not constitute a state of myocardial hyperperfusion. These surges in coronary blood flow appear to result from enhanced adrenergic discharge, because they were abolished by bilateral stellectomy, and not from nonspecific effects of somatic activity or respiratory fluctuations.

During severe coronary artery stenosis (with baseline flow reduced by 60%), phasic decreases in coronary arterial blood flow, rather than increases, were observed during REM sleep coincident with these heart rate surges (Fig. 19-7). An increase in adrenergic discharge could lead to a coronary blood flow decrement by at least two possible mechanisms. The first is by stimulation of alpha-adrenergic receptors on the coronary vascular smooth muscle. Such an effect, however, could be only transitory, as alpha-adrenergic stimulation results in brief (10 to 15 seconds) coronary constriction even during sympathetic nerve stimulation in anesthetized animals or during intense arousal associated with aversive behavioral conditioning. The second possible mechanism is mechanical: a decrease in diastolic coronary perfusion time caused by the surges in heart rate. In support of this explanation, we found a strong correlation ($r^2 = 0.96$) between the magnitude of the increase in heart rate and the decrease in coronary blood flow. The link between REM-induced changes in heart rate and the occurrence of myocardial ischemia in patients with advanced coronary artery disease is consistent with clinical experience.

IMPACT OF SLEEP ON ARRHYTHMOGENESIS

Central Nervous System Sites Influencing Cardiac Electrical Stability

Extensive investigation of CNS-induced cardiac arrhythmias has provided evidence that triggering of arrhythmias by the CNS is not only the consequence of intense activation of the autonomic nervous system, but also is a function of the specific neural pattern elicited. Regulation of cardiac neural activity is highly integrated and is achieved by circuitry at multiple levels (Fig. 19-8). Higher brain centers operate through elaborate pathways within the hypothalamus and medullary cardiovascular regulatory sites. Baroreceptor mechanisms have long been recognized as integral to autonomic control of the cardiovascular system, as evidenced by heart rate variability and baroreceptor sensitivity testing of both cardiac patients and normal subjects. The intrinsic cardiac nerves and fat pads provide local neural coordination independent of higher brain centers. Newly recognized is the phenomenon of electrical remodeling attributable to nerve growth and degeneration. At the
level of the myocardial cell, autonomic receptors influence G proteins to control ionic channels, pumps, and exchangers. The influence of the vagus nerve on ventricular electrical properties is contingent on the level of sympathetic tone, a phenomenon referred to as accentuated antagonism. The underlying mechanism is release of acetylcholine by vagus nerve activation, which presynaptically inhibits norepinephrine release from sympathetic nerve endings and antagonizes second messenger formation at the cardiac receptor level. Thus, the balance in cardiac input from either limb of the autonomic nervous system and their interactions must be considered. Several intermediary mechanisms may alter the capacity of CNS activity to trigger atrial and ventricular arrhythmias. These mechanisms include direct effects of neurotransmitters on the myocardium and its specialized conducting system and changes in myocardial perfusion due to alterations in coronary vasomotor tone, enhanced platelet aggregability, or both. The net influence on the heart thus depends on a complex interplay between the specific neural pattern elicited and the underlying cardiac pathology.

Over 90 years ago, Levy demonstrated that ventricular tachyarrhythmias can be elicited in normal animals by stimulating specific areas in the brain. This finding was subsequently confirmed in several species. Hockman and colleagues, using stereotactic techniques, demonstrated that cerebral stimulation and hypothalamic activation evoked a spectrum of ventricular arrhythmias. Stimulation of the posterior hypothalamus causes a 10-fold increase in the incidence of ventricular fibrillation elicited by experimental occlusion of the coronary artery. This enhanced vulnerability was linked to increased sympathetic nerve activity, because beta-adrenergic receptor blockade, but not vagotomy, prevented it. These findings are consistent with clinical reports that cerebrovascular disease (particularly intracranial hemorrhage) can elicit significant cardiac repolarization abnormalities and life-threatening arrhythmias. Cryogenic blockade of the thalamic gating mechanism or its output from the frontal cortex to the brainstem and of the amygdala delayed or prevented the occurrence of ventricular fibrillation during stress in pigs.

Ventricular arrhythmias also ensue immediately on cessation of diencephalic or hypothalamic stimulation, but these require intact vagi and stellate ganglia. The likely electrophysiologic basis for such post-CNS stimulation arrhythmias is the loss of rate-overdrive suppression of ectopic activity. This phenomenon occurs when the vagus nerve regains its activity after cessation of centrally induced adrenergic stimulation. Accordingly, the enhanced automaticity induced by adrenergic stimulation of ventricular pacemakers is exposed when vagus nerve tone is restored and slows the sinus rate. Although these arrhythmias may be dramatic in appearance (including ventricular tachycardia), they rarely degenerate into ventricular fibrillation. This proarrhythmic effect of dual autonomic activation has been erroneously interpreted as profibrillatory.

The antiarrhythmic influence of beta-adrenergic receptor blockade may result in part from blockade of central beta-adrenergic receptors. Parker and coworkers determined that intracerebroventricular administration of sub-systemic doses of l-propranolol (but not d-propranolol)
significantly reduced the incidence of ventricular fibrillation during combined left anterior descending coronary artery occlusion and behavioral stress in the pig. Surprisingly, intravenous administration of even a relatively high dose of I-propranolol was ineffective. The latter result may relate in part to a species dependence because, unlike canines, pigs do not exhibit suppression of ischemia-induced arrhythmias in response to beta-blockade. It was proposed that the centrally mediated protective effect of beta-blockade is the result of a decrease in sympathetic nerve activity and in plasma norepinephrine concentration. Importantly, whereas central actions of beta-adrenergic receptor blockers may play an important role in reducing susceptibility to ventricular fibrillation during acute myocardial ischemia, they are unlikely to constitute the sole mechanism, as beta-blockers prevent the proarrhythmic effect of direct stimulation of peripheral sympathetic structures such as the stellate ganglia. It is noteworthy that the three beta-blockers that have long-term effects on mortality of cardiac patients (propranolol, metoprolol, and carvedilol) are all lipophilic and therefore cross the blood–brain barrier readily and affect sleep structure, with significant perturbations of sleep continuity.

**Autonomic Factors in Arrhythmogenesis during Sleep**

Non-REM sleep is generally salutary with respect to ventricular arrhythmogenesis, as indicated both by extensive studies of neurocardiac interactions and by clinical experience. Activation of the vagus nerve reduces heart rate, increases cardiac electrical stability, and reduces rate-pressure product, an indicator of cardiac metabolic activity, to improve the supply-demand relationship in stenotic coronary artery segments. However, in the setting of severe coronary disease or acute myocardial infarction, hypotension during NREM can lead to myocardial ischemia because of inadequate coronary perfusion pressure and thereby provoke arrhythmias and myocardial infarction. The abrupt increases in vagus nerve tone that can occur during periods of REM or sleep-state transitions can result in significant pauses in heart rhythm, bradyarrhythmias, and, potentially, triggered activity, a mechanism of the lethal cardiac arrhythmia torsades de pointes. Patients with the long QT syndrome who have the type 3 phenotype are more prone to experience torsades de pointes at night rather than during stress or exercise. Tonic control of the vagus nerves over the caliber of the epicardial coronary vessels could be an important factor in dynamic regulation of coronary resistance as a function of the sleep–wake cycle. An important question is whether tonic vagus nerve activity exerts a protective or a deleterious influence on myocardial perfusion and arrhythmogenesis in individuals with atherosclerotic disease. In these patients, nocturnal surges in vagus nerve activity could precipitate myocardial ischemia and arrhythmias as a result of coronary vasoconstriction rather than dilation in atherosclerotic segments, in patients with impaired release of endothelium-derived relaxing factor.

Because of the attendant surges in sympathetic nerve activity and in heart rate, REM sleep has the potential for triggering ventricular arrhythmias. The striking variability of heart rate and breathing pattern can have a significant impact on cardiovascular functioning, as is evident in the development of ischemia and arrhythmias in patients whose myocardium is compromised. Indeed, the only clinical studies in which sleep staging has been employed have identified REM as the state in which arrhythmias occurred. The increase in sympathetic nerve activity that arises at the onset of REM sleep provides a potent stimulus for ventricular tachyarrhythmias because of the arrhythmogenic influence of neurally released catecholamines. Sympathetic nerve activation by stimulation of central or peripheral adrenergic structures can blunt infusion of catecholamines, or imposition of behavioral stress can increase cardiac vulnerability in the normal and ischemic heart. These proarrhythmic influences are substantially blunted by beta-adrenergic receptor blockade. A wide variety of supraventricular arrhythmias can also be induced by autonomic activation.

Enhanced sympathetic nerve activity increases cardiac vulnerability in the normal and in the ischemic heart by complex mechanisms. The major indirect effects include an impaired oxygen supply–demand ratio resulting from increased cardiac metabolic activity and coronary vasoconstriction, particularly in vessels with injured endothelium and in the context of altered preload and afterload. The direct proarrhythmic effects on cardiac electrophysiologic function are attributable to derangements in impulse formation or conduction, or both. Increased levels of catecholamines activate beta-adrenergic receptors, which in turn alter adenylate cyclase activity and intracellular calcium flux. These actions are probably mediated by the cyclic nucleotide and protein kinase regulatory cascade, which can alter spatial heterogeneity of calcium transients and consequently increase dispersion of repolarization. The net influence is an increase in susceptibility to ventricular fibrillation. Conversely, reduction of cardiac sympathetic drive by stellactomy has proved to be antifibrillatory.

Notwithstanding the evidence that autonomic factors have the potential for significantly altering susceptibility to arrhythmias, the observation that the heart rate surges of REM sleep are conducive to myocardial ischemia, and the epidemiologic data in humans on the extent of sleep-induced cardiac events, there is a paucity of information regarding the effects of myocardial infarction on the cardiovascular system during sleep. Ventricular ectopic activity, but not ventricular fibrillation, has been documented during NREM sleep in pigs after myocardial infarction. This pattern may be attributable to slowing of heart rate and increased vagus nerve activity during NREM sleep, conditions that can inhibit the normal overdrive suppression of ventricular rhythms by sinoatrial node pacemaker activity and result in firing of latent ventricular pacemakers and triggered activity. Snisarenko found significant elevations in heart rate in both the acute (4 to 10 days) and subacute (3 to 12 months) periods following myocardial infarction in a feline model. In the acute period, these effects were accompanied by increased wakefulness, decreased heart rate variability, and severely disordered sleep. In the intervening weeks, sleep quality recovered fully until, in the subacute period, beta-blockade with propranolol led to renewed, pronounced disturbances in sleep structure, with increased wakefulness, reduction in REM
sleep, and prolongation of stages 1 and 2 of NREM sleep. He attributed these results to reflex activation of adrenergic, noradrenergic, and dopaminergic nerves in several brain structures after coronary artery ligation.108

**SUMMARY**

Sleep states exert a major impact on cardiorespiratory function. This is a direct consequence of the significant variations in brain states that occur in the normal cycling between NREM and REM sleep. Dynamic fluctuations in CNS variables influence heart rhythm, arterial blood pressure, coronary artery blood flow, and ventilation. Whereas REM-induced surges in sympathetic and parasympathetic nerve activity with accompanying significant surges and pauses in heart rhythm are well tolerated in normal people, patients with heart disease may be at heightened risk for life-threatening arrhythmias and myocardial ischemia and infarction.25,96 During NREM sleep, in the severely compromised heart, a potential for hypotension exists that can impair blood flow through stenotic coronary vessels to trigger myocardial ischemia or infarction.11 Damage to central brain areas that regulate autonomic activity and coordinate upper airway and diaphragmatic action can lead to enhanced sympathetic outflow, increasing risk in heart failure and contributing to hypertension in OSA. Coordination of cardiorespiratory control is especially pivotal in infancy, when developmental immaturity can compromise function and pose special risks. Throughout sleep, the coexistence of coronary disease and apnea is associated with heightened risk of cardiovascular events, resulting from the challenge of dual control of the respiratory and cardiovascular systems.
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**Clinical Pearl**

REM sleep is characterized by surges in sympathetic and vagus nerve activity, which are well tolerated in normal individuals but which may result in cardiac arrhythmias, myocardial ischemia, and myocardial infarction in those with heart disease. During NREM sleep, systemic blood pressure may fall, potentially reducing flow through stenotic coronary vessels, which may precipitate cardiac ischemia or infarction. In essence, sleep constitutes an autonomic stress test for the heart, and nighttime monitoring of cardiorespiratory function is of considerable diagnostic value.
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Abstract

Autonomic control of circulation is pivotal in ensuring an adequate cardiac output to the vital organs through continuous and rapid adjustments of heart rate (HR), arterial blood pressure (BP), and redistribution of blood flow. In the longer term, neural circulatory control appears to be coupled with the circadian rhythm, the sleep–wake cycle, and ultradian rhythms, including rapid eye movement (REM) and non–rapid eye movement (NREM) sleep processes.

Autonomic circulatory control operates via parasympathetic neurons to the heart and sympathetic neuronal efferents to the heart, blood vessels, kidneys and adrenal medulla. Parasympathetic stimulation of the heart, through the activation of cardiac muscarinic receptors, results in bradycardia, whereas sympathetic stimulation of the heart, through activation of beta1, adrenoreceptors, results in tachycardia and increased contractility. Sympathetic activation in the vascular bed induces both vasoconstriction, by stimulating alpha1, adrenoreceptors, and vasodilation by stimulating beta2, adrenoreceptors. Several reflexes, including the arterial baroreflex, cardiopulmonary reflexes, and chemoreflexes are also important in the rapid adjustments of circulation that occur in association with postural changes, hypoxia, temperature changes, and perhaps sleep.

Heart rate (HR) and blood pressure (BP) have a 24-hour rhythm characterized by a significant reduction during nighttime hours, secondary to changes in activity and posture, as well as sleep and circadian influences. This physiological pattern can be altered by sleep loss and sleep disorders, with important implications for cardiovascular health.

Autonomic neural output to the cardiovascular system is also sleep-stage-dependent, with a global reduction in sympathetic drive to the heart and vessels, and a shift toward cardiac parasympathetic dominance with deepening stages of non-REM sleep. On the other hand, REM sleep is dominated by remarkable fluctuations between parasympathetic and sympathetic activity, leading to sudden changes in HR and BP. Finally, significant autonomic changes accompany electrocortical arousal from sleep as well as periodic leg movements during sleep. Heart rate changes seemingly precede cortical activation and motor activity.

The critical role of the autonomic nervous system in maintaining homeostasis during sleep is demonstrated by disorders that are associated with autonomic dysregulation, such as obstructive sleep apnea (see Chapter 119). Obstructive sleep apnea is associated with increases in sympathetic neural activity both during sleep and wakefulness, and may be mediated through heightened chemoreflex sensitivity. Sympathetic drive may play a role in the higher prevalence of cardiovascular disease in these patients.

INTRODUCTION

The cardiovascular autonomic nervous system seeks to maintain homeostasis through precise control of numerous hemodynamic variables, including heart rate, arterial blood pressure, and peripheral blood flow, on a beat-by-beat basis. The cardiovascular autonomic nervous system appears to be intimately linked to sleep and circadian physiology, as demonstrated by the disrupted autonomic control that accompanies sleep loss and sleep apnea. Sleep disruption may lead to altered neural circulatory control. On the other hand, whether primary alterations in autonomic function may translate into sleep disturbances is not known.

This chapter is introduced by a general overview of autonomic cardiovascular regulation and of its central and peripheral controllers, followed by a description of the methods used to explore cardiovascular neural control during sleep in humans and their advantages and limitations. We then seek to outline some of the current knowledge of neural circulatory control during normal sleep and how it may change as a consequence of sleep deprivation, sleep apnea, and autonomic dysfunction such as may occur in diabetes.

THE CARDIOVASCULAR AUTONOMIC NERVOUS SYSTEM: DEFINITION AND FUNCTIONS

The cardiovascular autonomic nervous system is a highly integrated network that controls visceral functions, which on a short timescale (seconds to hours), adjusts the circulation in keeping with behavior, the environment, and emotions. Its primary role is to ensure an adequate cardiac output to the vital organs through continuous and rapid adjustments of HR, arterial BP, and redistribution of blood flow. In the longer term, this neural circulatory regulation appears to be coupled with the circadian rhythm, the sleep–wake cycle, and some ultradian rhythms, including rapid eye movement (REM) and non–rapid eye movement (NREM) sleep processes, as well as hormones implicated in long-term BP regulation.

Neural control of circulation operates via parasympathetic neurons to the heart and sympathetic neuronal efferents to the heart, blood vessels, kidneys, and adrenal medulla. Parasympathetic stimulation of the cardiovascular system is mediated primarily through the vagus nerve by means of the activation of muscarinic receptors and results in bradycardia. Sympathetic stimulation of the heart acts through activation of beta2 adrenoreceptors at the sinoatrial node (the cardiac pacemaker) and in the myocardium (the cardiac muscle) and results in tachycardia.
and increased contractility. Sympathetic activation in the vascular bed induces vasoconstriction by stimulating alpha, adrenoreceptors (in the skin and splanchnic districts) and vasodilation by stimulating beta; adrenoreceptors (in the heart and skeletal muscles). Parasympathetic and sympathetic efferent activity to the heart may also modulate cardiac electrophysiological properties that can be relevant to the genesis of several types of arrhythmias, particularly in the presence of a proarrhythmic substrate.

Central organization of the autonomic nervous system and its relationship with sleep modulating mechanisms are detailed in Chapter 19. Briefly, autonomic impulses to the vasculature and heart originate from the vasomotor center in the brainstem, located bilaterally in the reticular substance of the medulla and pons. The vasomotor center is in turn modulated by higher nervous system regions in the pons, mesencephalon, and diencephalon, including the hypothalamus and many portions of the cerebral cortex. Several cardiovascular reflexes are also important in the rapid adjustments of blood pressure occurring in association with postural changes, hypoxia, exercise, and moderate temperature changes, and may also be implicated in cardiovascular changes observed during sleep. These include the arterial baroreflex, cardiopulmonary reflexes, and chemoreflexes. The renin-angiotensin-aldosterone system, vasopressin, and other vasoactive mechanisms may also contribute to cardiovascular regulation during sleep. More information on the interaction between cardiovascular disorders and sleep can be found in Section 14 of this book.

Arterial Baroreflex
The arterial baroreflex is an important regulator of BP in the short term. The baroreceptors are sensory receptors in the aortic arch and carotid sinuses that relay in the medullary regions of the brain. Changes in arterial baroreceptor afferent discharge trigger reflex adjustments that buffer or oppose the changes in BP. For instance, increasing increments in BP stretch the receptors, resulting in heightened afferent traffic to the brainstem neuronal network. This inhibits efferent sympathetic outflow to cardiac and vascular smooth muscle and increases parasympathetic cardiac tone, resulting in slowing of HR, reduction in contractility, and increased peripheral vasodilation with subsequent decrease in BP. A decrease in BP has opposite effects, and elicits reflex tachycardia, increased contractility and peripheral vasoconstriction with subsequent increase in BP.

Cardiopulmonary Reflexes
These reflexes are triggered by the stimulation of low-pressure receptors located in the atria, ventricles, and pulmonary arteries. Cardiopulmonary receptors are volume receptors that serve to mitigate changes in BP in response to changes in blood volume. The firing pattern of these receptors parallels the pressure changes within the cardiac chambers or vessels and helps to regulate blood volume. Cardiopulmonary reflex activation results in peripheral vasodilation, reduction in sympathetic outflow to the kidney, and activation of the posterior pituitary gland to inhibit the release of antidiuretic hormone, resulting in increased urine excretion.

Arterial and cardiopulmonary reflexes are implicated in BP regulation during postural changes. Assumption of the upright position produces a caudal shift in blood volume and acutely reduces stroke volume and BP. The circulatory adjustment to this orthostatic stress is rapid and is characterized by a reflexive increase in HR and peripheral vascular resistance, followed by enhanced secretion of antidiuretic hormone and renin-angiotensin. Recumbency, as occurs during sleep, produces an increased volume load in the cardiac chambers and elicits the opposite effects.

The Chemoreflexes
The chemoreflexes mediate the ventilatory response to hypoxia and hypercapnia, and they also exert important cardiovascular effects. The peripheral arterial chemoreceptors, the most important of which are located in the carotid bodies, respond primarily to changes in the partial pressure of oxygen. Hypoxemic stimulation elicits an increase in respiratory muscle output, inducing hyperventilation, and an increase in sympathetic outflow to peripheral blood vessels, resulting in vasoconstriction. Hyperventilation in turn activates pulmonary stretch receptors, which buffer the increases in sympathetic and vagal outflow, thereby maintaining homeostasis under normal conditions. During apnea, when hyperventilation is absent or prevented, vasoconstriction is potentiated and occurs simultaneously with activation of cardiac vagal drive resulting in bradycardia, collectively termed the “diving reflex,” a protective mechanism which helps preserve blood flow to the heart and brain while limiting cardiac oxygen demand.

The central chemoreceptors are located in the brainstem and respond to changes in pH mediated primarily by carbon dioxide tension. Stimulation of central chemoreceptors by hypercapnia also elicits sympathetic and respiratory activation, but without the cardiovagal effects seen with hypoxia.

MEASURES TO EXPLORE AUTONOMIC CHANGES DURING SLEEP AND THEIR PHYSIOLOGICAL SIGNIFICANCE
Heart Rate, Arterial Blood Pressure, and Their Variability
RR interval, the time elapsed between two successive R-waves of the QRS signal on the electrocardiogram (and its reciprocal, the HR) is a function of intrinsic properties of the sinus node as well as autonomic influences. Blood pressure is a function of vascular resistance (an expression of arterial constriction or dilation) and cardiac output (the blood volume being pumped by the heart in 1 minute), which is a function of HR, cardiac contractility, and diastolic blood volume, all components controlled in part by the autonomic nervous system.

Autonomic cardiovascular regulation can be investigated through the quantification of average HR and BP as assessed in steady conditions (wakefulness and sleep, for instance) or in their responses to endogenous or exogenous challenges (e.g., changes in posture, response to respiratory changes, and arousal from sleep).
Both HR and BP exhibit spontaneous fluctuations that can be described by the standard deviation around the mean, or by their rhythmic and nonrhythmic characteristics. When described by the standard deviation over 24-hour ambulatory recordings, high variability of the RR interval is a recognized index of the ability of the cardiovascular system to cope with environmental challenges. On the contrary, heightened BP variability is found to accompany aging and hypertension. Among the various cyclic components that characterize 24-hour HR and BP variability, those occurring from daytime wakefulness to nighttime sleep have received the attention of most investigators. Specifically, HR and BP physiologically decrease during night hours. This pattern is evident in ambulatory subjects, and even in recumbent subjects maintaining the sleep-wake cycle. The contribution of circadian versus noncircadian factors and how these may be modified in sleep disorders will be discussed hereafter.

RR intervals and BP also manifest short-term oscillations in a frequency range between 0 and 0.5 Hz, which appear to be under the influence of intrinsic autonomic rhythms and of respiratory inputs. Spectral analysis of RR intervals and BP variability provides an estimate on how power (i.e., variance) of the signal is distributed as a function of frequency. Indeed, RR intervals and BP variability appear to be organized in three major components, the high-frequency (HF) (greater than 0.15 Hz) respiratory band, the low-frequency (LF) band (around 0.1 Hz) and the very-low-frequency (VLF) band (0.003-0.039 Hz) (Fig. 20-1 and Table 20-1). The HF components of RR variability primarily reflect the respiration-driven modulation of sinus rhythm, evident as sinus arrhythmia, and have been used as an index of tonic vagal drive. Nonneural mechanical mechanisms, linked to respiratory fluctuations in cardiac transmural pressure, atrial stretch, and venous return, are also determinants of HF power, and may become especially important after cardiac denervation such as heart transplantation. The LF rhythm, which appears to have a widespread neural genesis, reflects in part the sympathetic modulation of the heart as well as the baroreflex responsiveness to the beat-to-beat variations in arterial BP, but can also be modulated by LF or irregular breathing patterns. Importantly, LF oscillations in respiration confound the interpretation of the LF component of cardiovascular variability in helping to understand the autonomic characteristics of cardiovascular control. Therefore, in any assessment of the relative contributions of the LF and HF components to any particular physiologic state or disease condition, it is crucial to ensure that the respiratory pattern is limited to the HF component. The LF to HF ratio is used to provide an index of the sympathovagal balance on the sinus node, as long as measurements are obtained in strictly controlled conditions. Finally, the VLF has been hypothesized to reflect thermoregulation and the renin-angiotensin system. Regarding BP variability, LF components in systolic BP variability are considered an index of efferent sympathetic vascular modulation, whereas the HF components reflect mechanical...

Figure 20-1  ECG, beat-to-beat blood pressure and respiration recordings (A), temporal series of RR intervals, BP Beat # and respiration (B), and power spectra of RR, BP and respiration variability (C) in a single healthy subject. (RRI, RR interval; SP1, systolic pressure; RS1, respiration; PSD, power spectrum density; UA, arbitrary unit.)
effects of respiration on blood pressure changes. Measurements of HF, LF, and VLF are usually made in absolute values (msec²), but LF and HF are often presented in normalized units (NU), which represent the relative value of each power component in proportion to the total power minus the VLF components (see Table 20-1). Normalization allows minimizing the effect of changes in total power on LF and HF components.

Traditional spectral analysis techniques include fast Fourier Transform algorithms and autoregressive modeling, which in most instances provide comparable results. These techniques require stationarity of the signal being processed, and therefore cannot be applied to processes in which there is significant transient activity (e.g., sleep onset, arousals, sleep stages transition, and awakening). In addition, such methods have to be used with caution in association with respiratory or motor events (e.g., periodic limb movement, bruxism). More advanced algorithms of signal processing can be used to overcome this limitation and permit the assessment of dynamic changes in autonomic cardiovascular control during transient events (e.g., sleep onset, arousal, bruxism, etc.) and help define the temporal relationship between dynamic changes occurring in different systems, such as electroencephalogram (EEG) and electrocardiogram (ECG). The most commonly used algorithms include short-time Fourier Transform, Wigner-Ville distribution, Time Varying Autoregressive models, and Wavelets and Wavelet Packets.

Finally, in addition to the periodic oscillatory behavior observed in RR intervals and arterial BP, a less specific variability occurs with nonperiodic behavior, which can be described by methods based on nonlinear system theory (“chaos theory and fractal analysis”). The physiological basis for this nonharmonic beat-to-beat behavior, which extends over a wide time range (seconds to hours), is still unsettled, although it has been proposed that it is under higher central modulation. The application of this type of analysis to sleep cardiovascular physiology is still limited.

### Baroreflex Sensitivity

The arterial baroreflex is important in buffering short term changes in BP. The gain of the arterial baroreflex, or baroreflex sensitivity, is measured by the degree of change in heart rate or sympathetic traffic for a given unit change in blood pressure. Two techniques have been mainly used in sleep research to assess spontaneous baroreflex modulation of heart rate: the sequence technique and the spectral analysis technique. The first identifies sequences of consecutive beats in which progressive increases in systolic BP are followed by a progressive lengthening in RR (or vice versa). The slope of the regression line between RR intervals and systolic BP within these sequences is taken as the magnitude of the reflex gain. The second is based on cross-spectral analysis of short segments of SBP and RR and relies on the assumption that a certain frequency band of RR variability, between 0.04 and 0.35 Hz, is modulated by the baroreflex. Baroreflex sensitivity is expressed by the gain of the transfer function relating changes in blood pressure to coherent changes in RR or muscle sympathetic nerve activity (MSNA).

### Preejection Period

The preejection period (PEP) is the time elapsed between the electrical depolarization of the left ventricle (QRS on the ECG) and the beginning of ventricular ejection and represents the time the left ventricle contracts with the cardiac valves closed. The PEP is influenced by sympathetic activity acting via beta1 adrenoreceptors and shortens under stimulation. The PEP can be derived noninvasively from impedance cardiography, which converts changes in thoracic impedance (as measured by electrodes on the chest and neck) to changes in volume over time and allows tracking of volumetric changes such as those occurring during the cardiac cycle. This method has been applied, although not intensively, to assess cardiac sympathetic influences in steady state conditions during sleep. The application to transient sympathetic responses is unfortunately limited because errors can occur in interpretation in the presence of BP increases, which can induce a lengthening of the PEP (instead of the expected shortening) due to the longer time required to overcome the external pressure.

### Microneurographic Recording of Sympathetic Nerve Activity

Microneurography provides direct information on sympathetic vasomotor and sudomotor activity to muscle and skin. Muscle sympathetic nerve activity (MSNA), usually

---

### Table 20-1 Spectral Components of RR Variability in the Short Term (~5 minutes)

<table>
<thead>
<tr>
<th>VARIABLE</th>
<th>UNITS</th>
<th>DESCRIPTION ANALYSIS OF SHORT-TERM RECORDINGS (~5 MIN)</th>
<th>FREQUENCY RANGE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total power</td>
<td>msec²</td>
<td>The variance of RR intervals over the temporal series analyzed</td>
<td>Approximately ≤0.4 Hz</td>
</tr>
<tr>
<td>VLF</td>
<td>msec²</td>
<td>Power in the very-low-frequency range</td>
<td>≤0.04 Hz</td>
</tr>
<tr>
<td>LF</td>
<td>msec²</td>
<td>Power in the low-frequency range</td>
<td>0.04-0.15 Hz</td>
</tr>
<tr>
<td>LF norm (NU)</td>
<td>%</td>
<td>LF power in normalized units LF/(Total power—VLF) × 100</td>
<td>0.15-0.4 Hz</td>
</tr>
<tr>
<td>HF</td>
<td>msec²</td>
<td>Power in high-frequency range</td>
<td></td>
</tr>
<tr>
<td>HF norm (NU)</td>
<td>%</td>
<td>HF power in normalized units HF/(Total power—VLF) × 100</td>
<td></td>
</tr>
<tr>
<td>LF/HF</td>
<td></td>
<td>Ratio LF [msec²]/ HF [msec²]</td>
<td></td>
</tr>
</tbody>
</table>

**Frequency Range**

- 0.04-0.15 Hz
- 0.15-0.4 Hz
- Approximately ≤0.4 Hz
measured at the peroneal nerve, induces vasoconstriction, and is modulated by the baroreflex.25 MSNA also increases in response to hypoxic and hypercapnic chemoreceptor stimulation.5 Skin sympathetic nerve activity reflects thermoregulatory output related to sudomotor and vasomotor activity and is affected by emotional stimuli but not by the baroreflex.

Although microneurography provides a direct measure of peripheral sympathetic drive, it is invasive and technically demanding for both operator and patient. In addition, the information provided is limited to regional sympathetic neural activity. Given the heterogeneity of system-specific innervations, MSNA and skin sympathetic nerve activity assessments may not necessarily reflect global sympathetic tone.

**Peripheral Arterial Tone and Pulse Transit Time**

Peripheral arterial tone (PAT), as measured from the finger, provides an indirect index of sympathetic vasoconstrictory mechanisms directed to the peripheral vascular bed. It is based on measurement of the pulsatile volume changes in the vascular bed at the fingertip, which decreases secondary to sympathetically mediated alpha-adrenergic vasoconstriction. Hence, a decrease in the signal may correspond to increased sympathetic drive, although other factors may be involved. PAT is noninvasive and can be monitored continuously during sleep. PAT has been proposed as a measure of the autonomic changes occurring with arousal in adults and children,36,27 and in combination with actigraphy and oxymetry has been used in the diagnosis of sleep apnea.28

Pulse transit time (PTT) refers to the time it takes a pulse wave to travel between two arterial sites.29 In practice, in a noninvasive estimate of PTT, the R-wave in the ECG is used to indicate the starting point of the measure and the peripheral waveform (assessed by photoplethysmography at the finger) to indicate the end of the measure. PTT is sensitive to moment-to-moment sympathetic neural activity and shortens when BP increases and lengthens when BP falls. Importantly, PTT encompasses several physiological components that are difficult to control for, and intersubject comparison is not recommended. Only intraindividual relative PTT changes from a baseline condition (over several readings) are recommended. Like PAT, PTT can also be monitored continuously and has been used in the assessment of sympathetic responses to arousals26,27 and respiratory events, especially in children.30

**Systemic Catecholamines**

Measurement of plasma catecholamines (epinephrine and norepinephrine) provides an estimate of global sympathetic activity. However, blood norepinephrine reflects only a small percentage (8%-10%) of neurotransmitter release during sympathetic activation. Moreover, the relatively rapid clearance of catecholamine from the blood stream may limit the ability to detect transient changes in sympathetic activity. Consequently, only frequent sampling through sleep may detect changes related to the sleep–wake cycle and sleep stages.31 The measure of urinary excretion of catecholamine and their metabolites is a simpler approach to provide an estimate of the cumulative catecholamine secretion over time and has been used widely in the clinical and sleep research settings. Urinary catecholamine excretion is strictly dependant on renal function. Therefore, a correction of excreted catecholamine for indices of renal function (urinary creatinine) is recommended.

**SLEEP RELATED CARDIOVASCULAR AUTONOMIC CHANGES**

**Day–Night Changes in Neural Circulatory Control**

Heart rate and BP physiologically decrease during nighttime as compared to daytime in ambulant subjects as well as in subjects kept in the supine position for 24 hours.8 Specifically, the normal 24-hour BP pattern consists of a systolic blood pressure reduction of greater than or equal to 10% during sleep compared to daytime, a reduction which is commonly referred to as “dipping.” Posture and activity strongly influence HR and BP during the day,12 whereas posture and sleep affect HR and BP at night.8 However, the nocturnal sleep-related cardiovascular dipping is evident even in subjects who maintain the supine position for 24 hours,8 which underscores the importance of sleep in inducing decreases in nighttime HR and BP. Studies investigating the autonomic changes associated with the sleep–wake cycle noted that indices of parasympathetic function, such as RR interval and HF components of RR variability, begin to change as early as 2 hours before sleep onset23 whereas indices of cardiac and peripheral sympathetic activity such as LF to HF ratio, prejection period, MSNA, and catecholamines start to decrease only after sleep onset and continue to decrease with the deepening of sleep.23,25,31 Morning awakening induces a stepwise activation of the sympathoadrenal system, with increased HR, BP, and plasma catecholamines, with further increases occurring with postural change and physical activity.33

Studies conducting 24 hours of sleep deprivation in supine conditions showed that the nocturnal fall of HR and cardiovagal indices is still present, whereas the fall in nocturnal BP and PEP prolongation (i.e., decreased sympathetic activity) are blunted.33,34 Therefore, it may be that HR and parasympathetic mechanisms are largely under circadian influences and might be implicated in mechanisms preparatory to sleep, whereas sympathetic drive to the heart and vessels is mainly linked to the sleep–wake cycle.

**Physiologic Responses to NREM and REM Sleep**

In healthy subjects, autonomic cardiovascular regulation varies considerably with sleep stage and different autonomic patterns dominate in NREM versus REM sleep. As NREM sleep progresses from stage 1 to stage 4, RR intervals, respiratory mediated HF components of RR variability, and PEP increase whereas BP, LF components in systolic BP variability, and MSNA significantly decrease, compared to wakefulness. These changes suggest an increase in cardiovascualar drive and a reduction in cardiac and peripheral sympathetic activity8,33,35,36 (Fig. 20-2). Baroreflex
sensitivity appears also to be increased during NREM sleep compared to wakefulness; however, the response is variable. Namely, compared with wakefulness, baroreflex gain is heightened in response to BP increments rather than decrements during NREM sleep. This mechanism probably serves to ensure the maintenance of stable low BP and HR during NREM sleep.

In contrast, REM sleep is a state of autonomic instability, dominated by remarkable fluctuations between parasympathetic and sympathetic influences, which produce sudden and abrupt changes in heart rate and blood pressure. The average HR and BP are higher during REM compared to NREM sleep, as is sympathetic neural vaso-motor drive. The cardiovascular excitation of REM sleep is also reflected by a significant increase of the low frequency components, and a shift of the LF to HF ratio toward sympathetic predominance.

**RR Variability and EEG Coupling**

Studies assessing the overnight relationship between RR variability and EEG profiles showed the dynamic of RR variability is closely related to the dynamic of EEG reflecting the depth of sleep. The presence of an ultradian 80- to 120-minute rhythm in the normalized LF, with high levels during REM sleep and low levels during slow-wave sleep (SWS) was recently described. These oscillations were strikingly coupled in a “mirror-image” to the overnight oscillations in delta wave activity, which reflect sleep deepening and lightening. Similarly, it was reported that normalized HF components of RR variability were coherent with all EEG spectral bands, with a maximum gain (ratio HF amplitude/EEG amplitude was higher) for delta activity and minimum (i.e., the same ratio was lower) with beta activity. The two oscillations were coupled with a phase shift of several minutes, with cardiac changes preceding the EEG changes. Although the mechanisms underlying this coupling is not known, it has been hypothesized that there might be a central generator synchronizing the oscillatory process in autonomic and sleep functions, where cardiovascular function may anticipate sleep-stage changes.

**Autonomic Responses Associated with Arousal from Sleep and from Periodic Leg Movements**

Arousal

Electrocortical arousal from sleep (i.e., EEG desynchronization with appearance of low-voltage, high-frequency EEG) either spontaneous, provoked by an exogenous stimuli, or in the context of sleep-disordered breathing, is associated with sympathetic neural surges, leading to transient increases in HR, BP, and MSNA. The typical cardiac response is biphasic with tachycardia lasting 4 to 5 seconds followed by bradycardia, with HR increasing prior to cortical arousals. Using Time-Variant analysis it appears that the surge in sympathoexcitation as represented by LF components of RR variability and BP variability remains substantially elevated above baseline long after the HR, BP, and MSNA return to baseline values. This can be particularly relevant in conditions characterized by frequent arousals across the night, conceivably leading to a sustained sympathetic influence on the cardiovascular system.

Auditory stimuli during sleep may result in autonomic and respiratory modifications even in the absence of overt EEG activation (“autonomic arousal”), or in association with an EEG pattern different from conventional arousal, such as K-complexes or bursts of delta waves not followed by EEG desynchronization (“subcortical arousal”). These observations imply that there is a range of partial arousal responses implicating autonomic responses with EEG manifestations different from classical arousals and even without any EEG response. The different EEG parameters and the associated cardiac response indicate a hierarchical spectrum of increasing strength from the weaker high-amplitude delta burst to a stronger low-voltage alpha rhythm.

**Periodic Leg Movements during Sleep**

Periodic leg movements (PLMs) are described as a repetitive rhythmic extension of the big toe and dorsiflexion of the ankle, with occasional flexion at the knee and hip. Periodic leg movements can occur during wakefulness (PLMW) as well as during sleep (PLMS). Periodic leg movements during sleep recur frequently in several sleep disorders (such as restless leg syndrome, narcolepsy, REM sleep behavior disorder, and sleep apnea) and in patients with congestive heart failure but are also a frequent finding in healthy, asymptomatic subjects especially with advancing age. In the context of sleep apnea, PLMS may coexist with (and are often difficult to distinguish from) respiratory-related leg movements, which are part of the arousal response at the end of airway obstruction (in obstructive sleep apnea) or at the peak of ventilation (in central sleep apnea). Approximately 30% of PLMS
are associated with cortical arousal, whereas more than 60% are associated with K-complexes or bursts of delta waves. What causes PLMS is still unknown. However, studies of cardiovascular changes associated with PLMS and their temporal relationship with EEG events are providing new insights into the physiological mechanisms of PLMS. A stereotyped autonomic response accompanies PLMS, consisting of a rapid rise in HR and arterial BP followed by a significant and rapid bradycardia and a return of BP to baseline values (Fig. 20-4). Such cardiovascular changes are present whether or not the PLMS are associated with arousals; however, the magnitude of the cardiovascular response is greater when PLMS are associated with cortical arousals. In addition, the amplitude of cardiovascular responses of PLM is greater during sleep than that associated with spontaneous or simulated PLM while awake. These observations suggest that the intensity of cardiovascular response observed with PLMS is related to the degree of central brain activation (brainstem to cortical activation) that accompanies PLMS and much less to the somatomotor response (i.e., not a classical sensory motor reflex).

Studies assessing the temporal relationship between the leg motor event and autonomic and cortical activation consistently reported that changes in HR and EEG activity precede by several seconds the leg movement. Specifically, HR and EEG delta waves rise first, followed by motor activity and eventually progressive activation, of faster EEG frequencies (i.e., in the alpha, beta, and sigma frequencies). A recent study assessing the dynamic time course of RR variability changes and EEG changes in association with PLMS confirmed the LF components of RR variability to be the first physiological change to occur, followed by EEG changes in delta frequencies, and thereafter the leg movement with or without faster EEG frequencies. These data corroborate an original hypothesis suggesting the presence of an integrative hierarchy of the arousal response primarily involving the autonomic responses with sympahtoexcitation, then progressing towards EEG synchronization (represented by bursts of delta waves) and finally EEG desynchronization (arousal) and eventually awakening. In this view, leg movements are part of the same periodic activation process that is responsible for cardiovascular and EEG changes during sleep.

The clinical significance of PLMS has been a subject of debate. Recent findings linked the presence of PLMS to poorer cardiovascular health and outcome. A recent study in a large cohort of subjects with congestive heart failure revealed PLMS to be a strong independent predictor of cardiac mortality, after correction for several confounders. The mechanisms underlying this association are unknown. Enhanced central sympathetic outflow or the cardiovascular consequences of repetitive BP surges during sleep could be implicated in this association.

**IMPACT OF AGING ON NEURAL CIRCULATORY RESPONSE TO NORMAL SLEEP**

Aging leads to profound morphologic and functional alterations in the cardiovascular system and its autonomic control. Among these changes, basal central sympathetic drive appears enhanced (increase in resting plasma catecholamine, MSNA and LF components of RR variability) but the HR responsiveness to sympathetic stimuli is attenuated, at least in part because of a loss of cardiac receptor sensitivity to catecholamines. The increased central sympathetic drive in older subjects is reflected during sleep by a reduction of RR variability and relatively lower parasympathetic influences, which appear linked to the loss of slow-wave sleep.

The cardiac response to EEG arousals and PLMS is also modified by age. Specifically, the HR increments are attenuated and bradycardia is less profound in older as compared to younger subjects. The attenuated tachycardia can be part of the general age-related attenuation in the
cardiac response to sympathetic stimuli, whereas impairment in baroreflex mechanisms, encountered in older individuals, could be a factor implicated in the blunted bradycardia.

**EFFECTS OF DISORDERED SLEEP AND PRIMARY AUTONOMIC DYSFUNCTION ON DAY–NIGHT AUTONOMIC CHANGES**

**Effects of Sleep Loss and Sleep Disorders on Nighttime BP**

As mentioned previously, HR and BP physiologically decrease during nighttime as compared to daytime, a reduction commonly referred to as “dipping.” The persistence of high nighttime systolic BP and lack of systolic BP dipping are clinically important and have been linked to precursors of atherosclerosis, including inflammation and endothelial dysfunction. Lack of sympathetic activity and attenuates physiological nocturnal BP dipping, as long as nocturnal wakefulness is maintained; 2) may enhance sympathetic activation during morning awakening; and 3) induces sustained sympathetic activation with increased BP during the following day.

In different cohorts of normotensive and hypertensive subjects without sleep disorders, absence of BP dipping was associated with indices of poor and fragmented sleep, including longer wake-time after sleep onset and higher arousal frequency. An attenuation of nocturnal SBP dipping has also been noted in normotensive subjects with primary insomnia. In these subjects, however, higher nighttime SBP and blunted dipping occurred in the absence of conventionally defined criteria of poor sleep, but instead was associated with increased EEG activity in the beta frequencies, a common feature in insomniacs, which stems from a hyperactivation of the central nervous system during their sleep. Increased nighttime BP has been reported in subjects with moderate to severe obstructive sleep apnea, with the degree of BP alteration being proportional to the severity of sleep apnea.

**Loss of Diurnal Variation in Autonomic Function in Diabetes Mellitus: What Comes First?**

Cardiovascular autonomic neuropathy is a serious complication of diabetes mellitus, and results from damage of autonomic fibers involved in HR and BP control, in the presence of impaired glucose metabolism. In subjects with insulin-independent diabetes (or type 2 diabetes) the 24-hour periodicity of HR and RR variability is lost, with attenuated sympathetic mechanisms in the
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**Figure 20-4** EKG, beat-to-beat blood pressure and polysomnographic recording in a compact window (A), and wider temporal window (B) in a subject with restless leg syndrome. Significant HR and BP increases accompany periodic leg movements. Reprinted (modified) from Pennestri MH, Montplaisir J, Colombo R, et al. Nocturnal blood pressure changes in patients with restless legs syndrome. Neurology 2007;68:1213-1218.
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SYMPATHETIC ACTIVATION IN OBSTRUCTIVE SLEEP APNEA

The sympathetic nervous system appears to play a key role in the cardiac pathophysiology of sleep apnea (see also Chapter 119 in this volume). Even when patients with obstructive sleep apnea are awake and breathing normally and in the absence of any overt cardiovascular disease such as hypertension or heart failure, they have evidence for impaired sympathetic cardiovascular regulation. Specifically, they have high levels of muscle sympathetic nerve activity, increased catecholamines, faster heart rates, and attenuated heart rate variability. Furthermore, even though they are normotensive, they have excessive blood pressure variability.

During sleep, because of activation of the peripheral and central chemoreflexes by hypoxia and hypercapnia, sympathetic activity increases even further. In the setting of apnea, the inhibitory effect of the thoracic afferents is absent, thus resulting in further potentiation of sympathetic activation. The consequent vasoconstriction results in surges in blood pressure as noted earlier. Sympathetic activity abruptly ceases at onset of breathing due to the inhibitory effect of the thoracic afferents (Fig. 20-5). This may explain how chronic intermittent hypoxia in normals causes hypertension.

In a minority of patients with obstructive sleep apnea, the diving reflex, noted earlier, is activated. Therefore these patients may have marked bradyarrhythmias in association with the obstructive apnea even though they do not have any intrinsic conduction system abnormality. The bradycardia is secondary to cardiac vagal activation due to the combination of hypoxia and apnea.

Figure 20-5 Sympathetic nerve activity (SNA) and blood pressure (BP) recordings in association with obstructive sleep apnea (OSA). SNA increases progressively during the apnea because the activation of the peripheral and central chemoreflexes by hypoxia and hypercapnia. The consequent vasoconstriction results in marked surges in BP, which reaches the peak during the hyperventilation. SNA abruptly ceases at onset of breathing due to the inhibitory effect of the thoracic afferents. The arrows indicate increases in muscle tone (i.e., EMG) toward the end of the apneic phases in relation to arousals from REM sleep. Reprinted from Somers et al. with permission of the publisher.
SUMMARY

The autonomic nervous system is intimately linked to central neural state changes. This is especially true for physiologic sleep and sleep disorders. It is clear that although the different stages of physiologic sleep result in structured changes in neural circulatory control, disturbed sleep, such as is seen in patients with obstructive sleep apnea, with PLMS, or in sleep deprivation, acts to disrupt the sleep-related physiologic variations in autonomic regulation of heart rate and blood pressure. Our knowledge of this general area is limited by the tools available for comprehensive and direct assessment of the autonomic nervous system in humans. Although microneurography provides a direct measurement of sympathetic neural activity to the peripheral blood vessels, this measurement itself has limitations. The other options available are primarily those that monitor blood and urine levels of catecholamines. Measurements such as heart rate and blood pressure variability, while providing some insight, provide only indirect information on autonomic cardiovascular control, and are limited due to problems with regard to acquisition of data, confounding effects of medications and abnormal breathing patterns, and inconsistencies with regard to interpretation. Rigorous methods in line with the standard recommendations’ are mandatory. Therefore, although this chapter seeks to address some of the current knowledge in the area of neural circulatory control during normal and disordered sleep, the available data are limited in part because of methodological shortcomings and also because of the obvious difficulties inherent in nighttime studies of sleep physiology in humans.

Clinical Pearl

The autonomic nervous system is the mediator of central–cardiovascular interactions occurring during sleep and its normal function appears to be important in preserving health. Despite the recognized methodological limitations (technically demanding and cautious interpretation of outcome of interest as described in Table 20-1), broadening sleep polygraphic monitoring to include heart rate and blood pressure recordings may contribute to a better understanding of the physiology and pathology of sleep-related cardiovascular autonomic modulation. These considerations suggest an important potential avenue for innovation in the management of medical disorders that may, in part, be sleep related (e.g., hypertension, diabetes, periodic limb movement, sleep disordered breathing).
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Abstract
Any anatomical or physiological abnormality that compromises the respiratory system in wakefulness can predispose a person to significant breathing disorders during sleep. Such abnormalities include an anatomically small upper air space that increases the reliance on the pharyngeal muscles to maintain adequate airflow and to prevent obstructive sleep apnea. Patients with restrictive lung diseases or neuromuscular weakness rely, to varying degrees, on the activation of nondiaphragmatic respiratory muscles to help maintain adequate ventilation in wakefulness, but this compensation can be reduced or absent in sleep, leading to severe hypoventilation. These and other examples highlight that sleep is a state of vulnerability for the respiratory system, and that loss of a “wakefulness stimulus” that is sufficient to sustain adequate breathing in wakefulness is central to the pathogenesis of a variety of respiratory disorders during sleep. This simple concept has been an enduring principle in respiratory medicine because, ultimately, it is the root mechanism to understand sleep effects on breathing. To this end there have been significant recent developments in identifying the neurochemical substrates underlying this wakefulness stimulus, central to which is an understanding of the neurobiology of sleep, its impact on central respiratory neurons and motoneurons, and the important role of tonic excitatory (nonrespiratory) drives in contributing to the overall level of excitability in the respiratory system. Moreover, like the realization that sleep onset is not simply the passive withdrawal of wakefulness, breathing during sleep is not simply due to the passive withdrawal of the “wakefulness stimulus.” For example, non–rapid eye movement (NREM) sleep and rapid eye movement (REM) sleep are fundamentally different neurobiological states, which have distinct effects on the control of respiratory neurons and motoneurons. Accordingly, NREM and REM sleep pose different problems to breathing during sleep in different individuals with different pathologies, and understanding these mechanisms is necessary for physiological understanding of the spectrum of sleep-related breathing disorders and their appropriate clinical management.

RESPIRATORY NEUROBIOLOGY: BASIC OVERVIEW
Medullary Respiratory Neurons and Motoneurons
There are bilateral columns of neurons in the medulla with activity patterns that vary in phase with some component of the respiratory cycle. The dorsal respiratory group (DRG) is located in the dorsomedial medulla, specifically in the ventrolateral nucleus of the solitary tract, and contains predominantly inspiratory neurons (Fig. 21-1). The DRG and the other subnuclei of the solitary tract are also the primary projection sites for vagal afferents from the lung, and afferents from the carotid and aortic chemoreceptors and baroreceptors, that exert important reflex influences on breathing. These projections indicate that the nuclei of the solitary tract, including the DRG, are key sites of integration of sensory information from the lung, as well as information regarding the prevailing levels of arterial Pco2, Po2, pH, and systemic blood pressure. The ventral respiratory group (VRG) extends from the facial nucleus to the first cervical segment of the spinal cord and contains both inspiratory and expiratory neurons (see Fig. 21-1). The nucleus ambiguus also consists of a rostrally to caudally extending column neurons expressing respiratory-related activity, with subregions regions containing motoneurons that innervate the muscles of the larynx and pharynx that are not considered part of the VRG. In addition to the nucleus ambiguus, rostrally to caudally the VRG is comprised of Bötzinger complex (inspiratory) neurons, pre-Bötzinger complex (inspiratory) neurons, rostral retroambigualis (predominantly inspiratory) neurons and caudal retroambigualis (predominantly expiratory) neurons (see Fig. 21-1). The VRG and DRG contain both bulbospinal respiratory premotoneurons (i.e., neurons that project to spinal motoneurons, which in turn innervate the respective respiratory pump and abdominal muscles of breathing), and propriobulbar neurons (i.e., neurons that project to, and influence the activity of, other medullary respiratory neurons but themselves do not project to motoneurons) (see Fig. 21-1). The hypoglossal, trigeminal, and facial motor nuclei also innervate muscles important to pharyngeal motor control and the maintenance of upper airway patency (see Fig. 21-1). It is important to stress, however, that the expression of respiratory-related activity is not restricted to neurons of the DRG, VRG, and cranial motoneurons innervating the pharyngeal and laryngeal muscles. For example, neurons expressing respiratory-related activity in the pons (i.e., the pontine respiratory group; PRG in Fig. 21-1) are thought to play an important role in shaping the activity of medullary respiratory neurons during breathing.

Pre-Bötzinger Complex
Pre-Bötzinger complex neurons have pacemaker-like properties that are thought important to the generation of the basic respiratory rhythm and the expression of rhythmic neuronal activity elsewhere in the respiratory network (see Fig. 21-1). Respiratory rhythm-generating pre-Bötzinger complex neurons coexpress mu-opioid and neuropeptide Y receptors (i.e., the receptors for Substance P) that slow and increase respiratory rate respectively. The presence of mu-opioid receptors on pre-Bötzinger complex...
neurons may explain a component of the clinically important phenomenon of respiratory rate depression with opioid drugs.\(^7\) The development of uncoordinated (ataxic) diaphragm breathing after lesions of neurokinin-1 expressing pre-Bötzinger complex neurons in animal studies, with this abnormal breathing first appearing in sleep,\(^6\) suggests that pre-Bötzinger complex neurons may contribute to normal breathing in vivo. Loss of pre-Bötzinger complex neurons, for example, with aging, may predispose a person to abnormal breathing and central apneas in sleep.\(^6\)

**Neuronal Connections**

The anatomical connections between the neurons that comprise the essential respiratory network (i.e., respiratory propriobulbar, premotoneurons, and motoneurons), and the membrane properties of these cells, are ultimately responsible for the two key components of overall respiratory activity, that is, the generation of respiratory rhythm and the shaping of the central respiratory drive potentials that activate respiratory motoneurons (pattern generation). An analysis of the mechanisms involved in the generation of the basic respiratory rhythm is outside the scope of this chapter, and the interested reader is referred to excellent summaries of the concepts underlying pacemaker models (where respiratory rhythm is intrinsic to some cells, and these cells then drive others in the respiratory network), network models (where respiratory rhythm is dependent upon the inhibitory and excitatory synaptic connections between neurons, and the tonic excitation derived from both the respiratory chemoreceptors and the reticular formation), and hybrid models.\(^{1,3,6}\)

With respect to the tonic drive to the respiratory system arising from the respiratory chemoreceptors, this would include both the peripheral and central chemoreceptors, the latter including neurons at the ventral medullary surface such as the retrotrapezoid nucleus, as well as inputs from CO\(_2\)-activated sleep state–dependent neurons of the aminergic arousal system (e.g., serotonin and noradrenergic neurons, see the following section of this chapter).\(^6\) There are further aspects of the organization of the central respiratory network that are particularly relevant to understanding the effects of sleep on respiratory neurons and motoneurons and these concepts are discussed briefly later.

During inspiration the central respiratory drive potential is transmitted to phrenic and intercostal motoneurons via monosynaptic connections from inspiratory premotor neurons of the DRG and VRG (see Fig. 21-1).\(^1\) Bötzinger complex expiratory neurons have widespread inhibitory connections throughout the brainstem and spinal cord, and these neurons inhibit inspiratory premotoneurons and motoneurons during expiration (see Fig. 21-1). Caudal retroambiguus neurons also increase the excitability of spinal expiratory motoneurons in expiration (see Fig. 21-1), although this excitation does not necessarily reach the threshold to manifest as expiratory muscle activity.

Of physiological and clinical relevance, these fundamental aspects of the neural control of spinal respiratory motoneuron activity appear to be different than the mechanisms controlling the activity of pharyngeal motoneurons. For example, animal studies show that the source of inspiratory drive to hypoglossal motoneurons is different from the source of drive to phrenic motoneurons, being predominantly from the reticular formation lateral to the hypoglossal motor nucleus (lateral tegmental field) for the former, and from bulbospinal VRG and DRG neurons for the latter (see Fig. 21-1).\(^1\) Importantly, the reticular
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**Figure 21-1** Ventral view of the brainstem (cerebellum removed) showing the main aggregates of respiratory neurons in the dorsal respiratory group (DRG) and ventral respiratory group (VRG). In the latter, the location of the expiratory (E) and inspiratory (I) neurons in the Bötzinger complex (BC), pre-Bötzinger complex (PBC), rostral retroambiguus (R-RA), and caudal retroambiguus (C-RA) are shown. The location of cervical inspiratory neurons (CIN) and respiratory-related neurons in the lateral reticular formation (RF) projecting to the hypoglossal motor nucleus (XII) are also shown. The projections of inspiratory and expiratory neurons are depicted as solid and dashed lines, respectively, while excitatory and inhibitory synaptic connections are depicted by arrowhead and square symbols, respectively. Inspiratory and expiratory motor pools in the spinal cord are depicted by closed and open circles, respectively. The electromyographic activities of various inspiratory-related (e.g., tongue, diaphragm, and external intercostal) and expiratory (e.g., internal intercostal and abdominal) muscles are shown. Note that the level of respiratory-related and tonic activities varies for different muscles, with some muscles such as the tensor palatini expressing mainly tonic activity. The onset of muscle activity with respect to the diaphragm is shown by the dashed line. The rootlets of cranial nerves V, VII, IX, X, XI, XII, and the cervical (C) and thoracic (T) segments of the spinal cord are also shown, as are the motor nuclei of cranial nerves XII, VII and V. The locations of the pontine respiratory group (PRG) and the nucleus ambiguous (NA) are shown, although their projections are not included for clarity.
Formation provides a significant source of tonic drive to the respiratory system, with this drive being particularly affected in sleep.¹

Further differences in the functional control of pharyngeal and diaphragm muscles is shown by the observation that, unlike phrenic motoneurons, hypoglossal motoneurons are not actively inhibited in expiration.² Accordingly, the activity of the genioglossus muscle in expiration is simply a manifestation of the prevailing tonic inputs. The practical implication of this circuitry is that the overall activation of hypoglossal motoneurons during breathing is comprised of an inspiratory drive adding to a continuous tonic drive that persists in expiration when the inspiratory activation is withdrawn. Moreover, this tonic drive to the pharyngeal muscles, which contributes to baseline airway size and stiffness, is most prominent in wakefulness but withdrawn in sleep, so leading to an upper airspace that is more vulnerable to collapse. A more detailed analysis of the neural mechanisms controlling the activity of respiratory neurons and motoneurons follows a brief overview of the brain mechanisms modulating the states of wakefulness, non–rapid eye movement (NREM) sleep and REM sleep.

**SLEEP NEUROBIOLOGY: BASIC OVERVIEW**

Although a more detailed discussion of arousal and sleep state regulation is provided in Section 2 of this volume, some details are particularly pertinent to the control of respiratory neurons and motoneurons in sleep. Accordingly, a brief overview of the neurobiology of sleep and wakefulness-generating systems is presented hereafter.

**Wakefulness**

Figure 21-2 shows some of the main neuronal groups contributing to the ascending arousal system from the brainstem that promotes wakefulness. This ascending arousal system includes the cholinergic laterodorsal and pedunculopontine tegmental nuclei that promote cortical activation via excitatory thalamocortical projections.¹⁰ The ascending arousal system also incorporates the aminergic formation providing a significant source of tonic drive to the respiratory system, with this drive being particularly affected in sleep.¹

Further differences in the functional control of pharyngeal and diaphragm muscles is shown by the observation that, unlike phrenic motoneurons, hypoglossal motoneurons are not actively inhibited in expiration.² Accordingly, the activity of the genioglossus muscle in expiration is simply a manifestation of the prevailing tonic inputs. The practical implication of this circuitry is that the overall activation of hypoglossal motoneurons during breathing is comprised of an inspiratory drive adding to a continuous tonic drive that persists in expiration when the inspiratory activation is withdrawn. Moreover, this tonic drive to the pharyngeal muscles, which contributes to baseline airway size and stiffness, is most prominent in wakefulness but withdrawn in sleep, so leading to an upper airspace that is more vulnerable to collapse. A more detailed analysis of the neural mechanisms controlling the activity of respiratory neurons and motoneurons follows a brief overview of the brain mechanisms modulating the states of wakefulness, non–rapid eye movement (NREM) sleep and REM sleep.

**SLEEP NEUROBIOLOGY: BASIC OVERVIEW**

Although a more detailed discussion of arousal and sleep state regulation is provided in Section 2 of this volume, some details are particularly pertinent to the control of respiratory neurons and motoneurons in sleep. Accordingly, a brief overview of the neurobiology of sleep and wakefulness-generating systems is presented hereafter.

**Wakefulness**

Figure 21-2 shows some of the main neuronal groups contributing to the ascending arousal system from the brainstem that promotes wakefulness. This ascending arousal system includes the cholinergic laterodorsal and pedunculopontine tegmental nuclei that promote cortical activation via excitatory thalamocortical projections.¹⁰ The ascending arousal system also incorporates the aminergic
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arousal system that originates from brainstem neuronal groups containing serotonin (dorsal raphé nuclei), noradrenaline (locus coeruleus), histamine (tuberomammillary nuclei), and dopamine (ventral periaqueductal grey). Orexin neurons from the perifornical region of the hypothalamus and cholinergic neurons from the basal forebrain also contribute to this ascending arousal system. Overall, multiple neuronal systems contribute to cortical arousal and wakefulness. These neuronal systems are also positioned to influence respiratory neurons and motoneurons via their anatomical projections to the pons, medulla, and spinal cord (see Fig. 21-2).

**NREM Sleep**

Sleep is actively generated by neurons in the ventrolateral preoptic area, anterior hypothalamus, and basal forebrain (see Fig. 21-2). These neurons become active in NREM sleep, an effect influenced by the thermal stimulus that accompanies the circadian-mediated decline in body temperature at normal bedtime. This circadian-mediated decline in body temperature is mediated by a change in the set-point of hypothalamic temperature-regulating neurons, which initially leads to a relative “warm stimulus” as body temperature is at first higher than the new set-point, that is, before heat loss occurs. This warm stimulus activates NREM sleep-active hypothalamic neurons and so promotes sleep onset. This effect of internal body temperature on sleep is distinct from the influences of ambient environmental temperature on sleep regulation. Activation of ventrolateral preoptic neurons leads to a direct suppression of cortical arousal, this via ascending inhibitory cortical projections. Ventrolateral preoptic neurons also promote sleep by descending inhibition of the aforementioned brainstem arousal neurons via release of gamma-aminobutyric acid (GABA) and galanin. This effect of GABA explains the sedative-hypnotic effects of barbiturates, benzodiazepines, and imidazopyridine compounds that enhance GABA-mediated neuronal inhibition via interactions with binding sites on the GABA receptor. GABA receptors are also strongly implicated in respiratory control and are present throughout the respiratory network, excessive stimulation of which can promote respiratory depression.

In summary, sleep onset is triggered by increased GABAergic neuronal activity, and this is accompanied by a massed and coordinated withdrawal of activity of brainstem arousal neurons comprising serotonergic, noradrenergic, histaminergic and cholinergic neurons. Given the widespread projections of these sleep state–dependent neuronal groups, these changes in neuronal activity in sleep are also positioned to influence respiratory neurons and motoneurons (see Fig. 21-2).

**REM Sleep**

Decreased serotonergic and noradrenergic activity preceding and during REM sleep withdraws inhibition of the laterodorsal and pedunculopontine tegmental nuclei. This effect leads to increased acetylcholine release into the pontine reticular formation to trigger REM sleep. Exogenous application of cholinergic agonists or acetylcholinesterase inhibitors (to increase endogenous acetylcholine) into the pontine reticular formation is used to mimic this process experimentally in animal studies, that is, the “carbachol model of REM sleep.” A significant component of the motor suppression of REM sleep is mediated by descending pathways involving activation of medullary reticular formation relay neurons that are inhibitory to spinal motoneurons via release of glycine.

Despite the strong experimental support for the interaction of pontine monoaminergic and cholinergic neurons as being primarily responsible for the initiation and maintenance of REM sleep, recent evidence has implicated a glutamatergic-GABAergic mechanism. One of the key differences between the monoaminergic-cholinergic and the glutamatergic-GABAergic hypotheses of REM sleep generation is that the motor atonia is produced by different pathways, that is, the latter framework does not require a relay in the medullary reticular formation. Rather, in the glutamatergic-GABAergic mechanism of REM sleep induction, the REM sleep-active pontine neurons are thought to lead to suppression of spinal motoneuron activity via long glutamatergic projections to the ventral horn of the spinal cord, which then activate local glycnergic interneurons to inhibit motor activity. Such a mechanism is likely involved in the strong inhibition of spinal intercostal motoneurons in REM sleep, but whether collaterals from these specific long descending glutamatergic projections also synapse onto glycnergic inhibitory interneurons in the hypoglossal motor pool is not established.

In summary, a number of neural systems show changes in activity across sleep–wake states and project to respiratory neurons and motoneurons. Given that motoneurons are the final common output pathway for the influence of the central nervous system on motor activity, this chapter will initially focus on the control of respiratory motoneurons across sleep–wake states before addressing the control of the central respiratory neurons that ultimately drive breathing via those motoneurons.

**CONTROL OF RESPIRATORY MOTONEURONS**

A characteristic and defining feature of mammalian motor activity is that postural muscle tone is highest in wakefulness, decreased in NREM sleep, and minimal in REM sleep, with the hypotonia of REM sleep punctuated by occasional muscle twitches that are associated with vigorous eye movements and phasic REM sleep events. Whether respiratory muscle activity is affected in the same way as postural muscle activity across sleep–wake states is somewhat complicated by the interaction of the primary influence of sleep state (e.g., producing suppression of muscle tone) and any subsequent respiratory response (e.g., to compensate for any hypoventilation). On balance, however, the overall stereotyped pattern of suppression of postural muscle activity across sleep–wake states also typically occurs in respiratory muscles, with the degree of sleep state–dependent modulation being most readily apparent in those muscles that combine respiratory and nonrespiratory (e.g., postural and behavioral) functions such as the intercostal and pharyngeal muscles. In these respiratory muscles, decreases in activity typically occur immediately
DETERMINANTS OF RESPIRATORY MOTONEURON ACTIVITY

Tonic and Respiratory-Related Inputs to Respiratory Motoneurons

The changes in muscle tone across sleep–wake states ultimately result from the impact of sleep neural mechanisms on the electrical properties and membrane potential of individual motoneurons located in the respective motor pools in the central nervous system. In turn, the excitability of individual motoneurons changes across sleep–wake states because of varying degrees of excitatory and inhibitory inputs to those motoneurons from sleep–wake related regions in the brain, and from neurons activated during specific behaviors such as purposeful motor acts in

Figure 21-3 Schema to show how converging tonic (e.g., postural, nonrespiratory) and respiratory inputs to a motoneuron summate to produce the tonic and respiratory components of electromyographic activity. These premotor tonic and respiratory inputs can be excitatory or inhibitory, but in this figure they are shown as excitatory for simplicity. Panels A to E further show how changes in the tonic and respiratory components of respiratory muscle activity can result from independent changes in either tonic drives affecting tonic membrane potential (A, B, C, and E, e.g., as may occur upon transitions from wakefulness to NREM and REM sleep), or the magnitude of the respiratory drive potential (B vs. D, e.g., as may occur in NREM and REM sleep compared to wakefulness). Changes in respiratory drive potential at the motoneuron can result from decreases in the input from respiratory neurons, presynaptic modulation of that input and/or changes in input resistance of the motoneuron membrane (see text for further details). In the examples shown in A to E, respiratory drive is indicated as three depolarizing potentials, each associated with the generation of motoneuron action potentials when the membrane potential exceeds threshold (dashed line). Panel E also shows that time-varying alterations in membrane potential, e.g., as occurs in REM sleep, can produce respiratory muscle activation unrelated to the prevailing respiratory input (see E, lower red line). Therefore, from peripheral measurements of diaphragm activity or airflow there appears to be five “breaths,” although there are only three respiratory drive potentials generated by the central respiratory oscillator.
wakefulness. At each individual motoneuron, therefore, the relative strengths and balance between time-varying excitatory and inhibitory inputs ultimately determines net motor output, with neural activity being generated when the membrane potential rises above threshold for the production of action potentials (Fig. 21-3). In addition to the excitatory and inhibitory nonrespiratory inputs to a motoneuron that alter membrane potential across sleep–wake states, a respiratory motoneuron also receives additional inputs (excitatory and inhibitory) that alter membrane excitability and neural activity in phase with the inspiratory or expiratory phases of the respiratory cycle. Simply put, a respiratory motoneuron resembles a postural motoneuron in its control except that it receives an additional rhythmic drive related to respiration, that is, the central respiratory drive potential. Figure 21-3 highlights that the rhythmic drive related to respiration, that is, the central excitability and neural activity in phase with the inspiratory or expiratory phases of the respiratory cycle. Simply put, a respiratory motoneuron resembles a postural motoneuron in its control except that it receives an additional rhythmic drive related to respiration, that is, the central respiratory drive potential. Figure 21-3 highlights that the electrolymographic activity recorded in a given respiratory muscle is critically dependent on the overall sum of the respiratory and nonrespiratory (i.e., tonic) inputs to the motoneurons innervating that muscle.

Appreciating the importance of both the tonic- and respiratory-related inputs to a motoneuron in determining overall motor output is critical to any interpretation of the changes in respiratory muscle activity observed across sleep–wake states. Indeed, periods of hypoventilation, apparent central apnea, and even the sporadic respiratory muscle activations that occur during REM sleep can all result from independent effects of sleep neural processes on the tonic and respiratory-related inputs to a respiratory motoneuron (see Fig. 21-3A to E). For example, the apparent absence of activity recorded in a respiratory muscle cannot be taken as evidence that the controlling circuitry is inactive, that is, an apparent apnea may not be truly due to a “central” cessation of respiratory drive. Indeed, a simple withdrawal of tonic drive in sleep may be sufficient to take a population of motoneurons close to, or below, the threshold for the generation of motor activity, such that any excitatory respiratory inputs to the motoneurons are subthreshold for the generation of action potentials, and so are not revealed as respiratory muscle activity (see Fig. 21-3C).

In summary, nonrespiratory tonic drives exert important influences on the resting membrane potential of respiratory motoneurons, and so significantly modulate the excitability of motoneurons in response to the incoming central respiratory drive potential. This significant effect of nonrespiratory tonic drives on the activity of respiratory motoneurons has clear physiological relevance because when identified experimentally, the tonic drive to respiratory motoneurons is typically reduced from wakefulness to NREM sleep, and this will importantly contribute to sleep-related reductions in respiratory muscle activity and consequent hypoventilation (see Fig. 21-3A to B). Tonic drive to respiratory motoneurons can also be further reduced in REM sleep, although time-varying fluctuations in this tonic drive can produce transient increases or decreases in respiratory muscle activity and contribute to changes in lung ventilation in REM sleep by a mechanism independent of effects on the respiratory-related inputs (see Fig. 21-3E). Indeed, the presence of endogenous excitatory inputs to respiratory motoneurons in REM sleep (i.e., unrelated to breathing and akin to the mechanisms producing phasic muscle twitches in limb muscles), can produce sporadic activation of respiratory muscle and contribute to the expression of rapid and irregular breathing in REM sleep (see Fig. 21-3E), even in the presence of low CO2 levels that are otherwise sufficient to produce central apnea in NREM sleep.

**Electrical Properties of Motoneurons**

The electrical properties of the motoneuron membrane also significantly affect the responses of that motoneuron to a given synaptic input. For example, reduced motoneuron responses to an incoming respiratory drive potential could be due to the aforementioned effects of reduced tonic drives and consequent membrane hyperpolarization (see Fig. 21-3), but also due to the electrical resistance of the motoneuron membrane itself. The input resistance of a membrane is defined as its voltage response to a given synaptic current, with a decrease in input resistance resulting in less membrane depolarization for a given synaptic drive, that is, a decrease in cell excitability (see Fig. 21-3). This electrical property of excitable membranes has clear physiological relevance because there is a large (~44%) decrease in input resistance of motoneurons in REM sleep compared to NREM sleep and wakefulness. In addition, there are transient fluctuations in input resistance that occur throughout REM sleep episodes, such as the decreased input resistance of somatic motoneurons that occurs in temporal association with the phasic events of REM sleep. Such an effect likely contributes to the periods of marked suppression of inspiratory upper airway muscle activity in humans during phasic REM sleep compared to tonic REM sleep.

In summary, an increase in motoneuron input resistance in REM sleep, especially in association with eye movements, can contribute to decreased motor outflow to the pharyngeal and respiratory pump muscles, and so to periods of increased upper airway resistance and hypoventilation. Moreover, such decreases in respiratory motoneuron activity can occur despite the persistence of a continuing, and even heightened, activity of the central respiratory neurons that innervate those motoneurons in REM sleep (Fig. 21-4, and see later section, Control of Respiratory Neurons). This observation highlights that a powerful inhibition or disfacilitation (i.e., withdrawal of excitation) must be taking place at respiratory motoneurons to explain the periods of reduced motor output despite continuing, and even heightened, inputs from respiratory neurons in REM sleep (see Fig. 21-4).

**Presynaptic Modulation**

The control of respiratory motoneuron activity by changes in sleep state–dependent neuromodulators or inputs from respiratory neurons often emphasizes the postsynaptic effects of released neurotransmitters (discussed previously). However, such postsynaptic effects do not fully account for the control of motoneuron activity as presynaptic modulation of the prevailing inputs is also important in motor control (see Fig. 21-3). For example, inhibitory inputs arriving at a nerve terminal prior to the subsequent arrival of a descending excitatory drive can lead to marked reductions in the release of excitatory neurotransmitters, so leading to the suppression of moto-
Tonic and Respiratory-Related Activity in Respiratory Muscle

Some respiratory muscles exhibit more respiratory-related activity than others, whereas other muscles are more tonically active and exhibit little respiratory-related activity (see Figs. 21-1 and 21-2). For example, the genioglossus muscle of the tongue shows both tonic and respiratory-related activity, with the decreased activity of this muscle during sleep being strongly linked to the pathogenesis of obstructive sleep apnea. Similarly, the different intercostal muscles show varying degrees of respiratory-related and tonic activities related to both the respiratory and postural functions of these muscles, with the expression of this respiratory-related versus tonic activity varying with anatomical location in the chest wall and ongoing behaviors. Suppression of intercostal muscle activity in REM sleep is thought to increase the compliance of the chest wall and contribute to decreased functional residual capacity, effects that can contribute to hypoventilation especially in infants because of the already highly compliant chest wall. In contrast to these muscles with respiratory-related activity, the tensor palatini muscle of the soft palate displays mostly tonic activity, with this tonic activity being progressively decreased from wakefulness to NREM and REM sleep. The tonic activity in the tensor palatini is thought to enhance stiffness in the segment of the upper airway at the level of the soft palate, a consistent site of airway closure in obstructive sleep apnea. Accordingly, decreases in tonic tensor palatini muscle activity from wakefulness to sleep (see Fig. 21-2) contribute to increased upper airway resistance and the predisposition to airway occlusion in sleep, with this effect of sleep predominantly affecting breathing by an effect on the tonic (nonrespiratory) inputs to these motoneurons that receive little or no respiratory input at rest. Ultimately, whether some muscles exhibit respiratory-related activity at rest depends on both the "strength" of the input from respiratory neurons compared to the tonic drives (see Fig. 21-5 and later section, Control of Respiratory Neurons), and also the degree of suppression of the respiratory activity by vagal afferents related to lung volume.

NEUROMODULATION OF RESPIRATORY MOTONEURONS ACROSS SLEEP–WAKE STATES

Studies addressing the neurochemical basis for the modulation of respiratory motor activity across natural sleep–wake states, in vivo, have largely been confined to the hypoglossal and trigeminal motor nuclei. This focus on pharyngeal motoneurons is clinically relevant to understanding the pathogenesis of obstructive sleep apnea, with airway obstructions occurring behind the tongue both at the level of the soft palate and below. In contrast to this focus on pharyngeal motoneurons, there is a lack of similar studies investigating the control of intercostal and phrenic motoneurons in naturally sleeping animals. Nevertheless, studies of spinal motoneurons have provided important information regarding the control of postural motoneurons across sleep–wake states. Given that intercostal motoneurons perform both postural and respiratory functions, the mechanisms identified at primary postural motoneurons likely have close similarities to the mechanisms controlling the nonrespiratory (postural) component of intercostal motor activity. A focus on the control of motoneurons innervating the muscles of the respiratory pump is also relevant to this chapter because significant hypoventilation can occur in sleep, especially REM sleep, in patients with restrictive lung diseases (e.g., kyphoscoliosis and obesity hypoventilation) and neuromuscular weakness (e.g., postpolio, muscular dystrophy, amyotrophic lateral sclerosis and partial diaphragm paralysis). The following sections summarize the major findings from animal studies.
addressing the sleep state-dependent modulation of respiratory motor activity. These data derive, in large part, from studies at the hypoglossal motor nucleus, a model motor pool with dual respiratory and nonrespiratory functions.16

Excitatory Influences across Sleep–Wake States

The concept of a tonic drive activating respiratory muscle in wakefulness but not in sleep (i.e., the wakefulness stimulus for breathing) has been an important and enduring notion in respiratory medicine,1,24 not least because it is useful in modeling sleep effects on breathing and understanding the pathogenesis of sleep-related breathing disorders. Neurons of the aminergic arousal system provide an important source of tonic drive to the respiratory system (see Fig. 21-2).3,16,17 Serotonin and noradrenaline-containing neurons have been of particular attention experimentally because these neurons send excitatory projections to respiratory motoneurons, and these neurons show their highest activity in wakefulness, reduced activity in NREM sleep and minimal activity in REM sleep, that is, a pattern that may contribute to reduced respiratory muscle activity in sleep via withdrawal of excitation.3,16,17

Animal studies show that an endogenous noradrenergic drive to the hypoglossal motor nucleus contributes to both the respiratory and tonic components of genioglossus muscle activation in wakefulness, and the residual expression of respiratory-related activity that persists in NREM sleep as the tonic drive is withdrawn.34 Moreover, this noradrenergic contribution to genioglossus muscle tone was minimal in REM sleep, so explaining, at least in part, the periods of genioglossus muscle hypotonia during REM sleep.34,35 The identification of an endogenous excitatory noradrenergic drive that contributes to genioglossus muscle activation in wakefulness, but with this drive being withdrawn in sleep, is particularly significant because since the first clinical description of obstructive sleep apnea, this was the first identification of a neural drive contributing to the sleep state-dependent activity of a muscle that is central to this disorder. The location of the central noradrenergic neurons that may provide this drive to hypo-
glossal and other respiratory motoneurons is reviewed elsewhere. Given the widespread projections of brainstem aminergic neurons, they are also positioned to provide an endogenous input to other respiratory neurons and motoneurons, and so influence respiratory pump muscle activity and ventilation across sleep–wake states. Recent data also implicate a role for endogenous glutamatergic inputs in the tonic excitatory drive that increases pharyngeal muscle activity in wakefulness, the withdrawal of which contributes to reduced activity in sleep. In contrast to these functionally active tonic inputs, endogenous levels of serotonin at the hypoglossal motor nucleus contribute less to the changes in genioglossus muscle activity in sleeping animals. It remains to be determined if this minimal influence of endogenous serotonin on genioglossus muscle activity also applies to humans. If so, it may explain (at least in part) the lack of clinically significant effects on pharyngeal muscle activity and obstructive sleep apnea severity with administration of selective serotonin reuptake inhibitors in humans. Local application of serotonergic, noradrenergic and glutamatergic agonists to the hypoglossal or trigeminal motor nuclei produces robust motor activation in wakefulness and NREM sleep. These observations provide “proof of principle” to the notion that it may be possible to develop pharmacological strategies to increase respiratory muscle activity in sleep, for example, as a potential treatment for obstructive sleep apnea. Importantly, however, a major component of the motor activation observed in response to these agonists in NREM sleep is overcome in REM sleep. There is an important practical implication of this differential modulation of pharyngeal motor responses to otherwise potent excitatory neuromodulators between NREM and REM sleep. For example, even if it is possible to effectively target pharyngeal motoneurons with directed pharmacological manipulations, (e.g., as a potential treatment for obstructive sleep apnea) then different strategies may be required to produce sustained pharyngeal muscle activation throughout both the NREM and REM sleep stages, as the neurobiology of motor control is fundamentally different between these two states.

**Inhibitory Influences across Sleep–Wake States**

Glycine and GABA are the main inhibitory neurotransmitters in the central nervous system. Glycine and GABA receptor stimulation at the hypoglossal or trigeminal motor nuclei produces robust motor activation in wakefulness and NREM sleep. In contrast to these functionally active tonic inputs, endogenous noradrenergic and glutamatergic inputs, is principally responsible for reductions in genioglossus muscle activity, whereas antagonism of these receptors increases genioglossus activity across all sleep–wake states. The augmentation of respiratory-related motor activity with application of antagonists for these inhibitory neurotransmitters fits with the notion of a tonic inhibitory tone that constrains the rhythmic activation of respiratory neurons and motoneurons via gain modulation. The inhibitory effects of GABA at respiratory neurons and motoneurons is also clinically relevant given the widespread use of sedative hypnotic drugs in modern society. For example, benzodiazepine and imidazopyridine drugs are commonly prescribed as sedative hypnotics (e.g., lorazepam and zolpidem, respectively), and both these classes of sedatives promote sleep by enhancing GABA-mediated neuronal inhibition via interactions with binding sites on GABAA receptors. However, the presence of lorazepam and zolpidem at the hypoglossal motor nucleus also leads to inhibition of genioglossus muscle activity. This inhibitory effect of sedative hypnotics at respiratory motor nuclei may underlie a component of the respiratory depression observed clinically with excessive GABA receptor stimulation, and the predisposition of some individuals to obstructive sleep apnea with sedative hypnotics. Large inhibitory glycinerergic potentials appear to play an important role in the inhibition of spinal motoneuron activity in REM sleep, and this likely explains the inhibition of intercostal respiratory muscle activity in this sleep state. However, glycine and GABA receptor antagonism at the hypoglossal and trigeminal motoneuron pools fails to reverse the profound tonic suppression of genioglossus or masseter muscle activity in REM sleep, although in both cases this antagonism increases the amount or magnitude of the phasic motor activations observed during REM sleep. Nevertheless, these increases in motor activity during REM sleep with glycine and GABA receptor antagonism does implicate a functional role for inhibitory neurotransmission in the control hypoglossal and trigeminal motor activity in REM sleep, although this may not be as profound as the inhibition demonstrated at spinal motoneurons.

The degree of suppression observed in a variety of respiratory pump muscles in REM sleep appears strongly correlated with the muscle spindle density of these different muscles. The diaphragm has few, if any, spindles and little inhibition in REM sleep, whereas different intercostal muscles (especially the external inspiratory intercostals) have significant numbers of muscle spindles and profound suppression of activity in REM sleep, with the degree of suppression varying with muscle spindle density. Of clinical relevance, acute diaphragm paralysis leads to increased reliance on the intercostal and accessory muscle to maintain effective lung ventilation, but this compensation is lost in REM sleep as the motoneurons innervating these muscles with dual respiratory and postural functions are inhibited. Interestingly, however, patients with chronic bilateral diaphragm paralysis are able to recruit non-diaphragmatic inspiratory muscle activity during REM sleep, and so lessen any attendant hypoventilation. This compensation suggests that the central nervous system of these patients is able to functionally reorganize the drives controlling the accessory respiratory muscles such that activity is less suppressed by REM sleep mechanisms in the long term.

In summary, current information from sleeping animals indicate that reduced excitation, largely via withdrawal of endogenous noradrenergic and glutamatergic inputs, is principally responsible for reductions in pharyngeal muscle tone from wakefulness to NREM and REM sleep. In comparison, an endogenous serotonergic drive plays a lesser role. Increased inhibitory neurotransmission via glycine and GABA also contributes to suppression of pharyngeal motor activity in REM sleep, but the contribution of this mechanism appears much less than expected from studies at spinal motoneurons.
CONTROL OF RESPIRATORY NEURONS

Respiratory Neurons Vary in the Strength of Their Relationship to Breathing

Pioneering studies by Orem and colleagues in sleeping animals led to the fundamental concepts that still best explain the neural basis for sleep effects on breathing, including the nature of the wakefulness stimulus and the rapid, irregular breathing pattern of REM sleep.1 Crucial to these advances was the development of a statistical method to quantify the strength and consistency of the respiratory-related activity of a neuron with respect to its overall discharge. The strength of this relationship was quantified by the “eta-squared statistic” ($\eta^2$), with $\eta^2$ values ranging from 0 (i.e., weak relationship) to 1.0 (strong relationship),1 and with different brainstem respiratory neurons varying in the strength of their relationship to the breathing cycle (see Fig. 21-5). The interpretation and physiological meaning of the $\eta^2$ value for a particular respiratory neuron is best explained in the following quote where cells with high $\eta^2$ values were considered to be “quintessentially respiratory..., protected from non-respiratory distortions, perhaps because of rigid sequences of excitatory and inhibitory postsynaptic potentials that preclude activity that is not strictly respiratory.”3 In contrast, the activity of “low $\eta^2$-valued cells is the apparent result of mixtures of inputs that have respiratory and non-respiratory forms.”3 Figure 21-5 further illustrates this concept that the degree of respiratory-related activity of a given respiratory neuron (i.e., its $\eta^2$ value) depends on the balance of the respiratory and nonrespiratory inputs to that neuron, an important concept given that respiratory neurons with different $\eta^2$ values are differentially affected by sleep–wake state.

Respiratory Neuron Activity in NREM Sleep

The concept that the degree of respiratory-related activity exhibited by a particular respiratory neuron depends on the balance of its nonrespiratory and respiratory inputs assumes greater physiological and clinical relevance with the key observation that neurons with high $\eta^2$ activity (which are presumably tightly coupled to, and controlled by, the respiratory oscillator) are least affected by the transition from wakefulness to NREM sleep, whereas low $\eta^2$ neurons (which are less influenced by the respiratory oscillator, but strongly influenced by nonrespiratory tonic drives) are most affected by the change from wakefulness to NREM sleep, such that their activity can even cease during sleep (Fig. 21-6).1 Importantly, respiratory neurons with low $\eta^2$ values that become inactive in sleep are not ceasing their activity because these neurons are losing their respiratory input. Indeed, reexcitation of these silent respiratory neurons during sleep (by iontophoretic application of the excitatory amino acid glutamate) restores their activity, and reveals the ongoing respiratory-related activity that was previously subthreshold.4-7 The major principle here, best articulated by Orem, is that the magnitude of the “effect of sleep on a respiratory neuron is proportional to the amount of non-respiratory activity in the activity of that neuron,” such that the “wakefulness stimulus to breathing is non-respiratory in form and affects some respiratory neurons more than others.”9 This principle, which highlights the importance of tonic drives in the expression of both tonic and respiratory neuronal activities, was also illustrated in Figure 21-3 for respiratory motoneurons where the same fundamental concepts apply.

Respiratory Neuron Activity in REM Sleep

REM sleep is characterized by overall depression of the ventilatory responses to hypercapnia and hypoxia,24 and also by periods of profound suppression of motor activity in respiratory muscles (e.g., intercostal and pharyngeal)16,17 and nonrespiratory (postural) muscles.20 Transient periods of respiratory rate slowing also occur in REM sleep, that may be mediated by the increased release of acetylcholine into the pontine reticular formation as part of the REM sleep process.18 It would be incorrect, however, to consider REM sleep as a state of overall depression of central respiratory neurons because, as for most cells in the central nervous system, the activity of brainstem respiratory neurons is typically greater in REM sleep than in NREM sleep. For example, late inspiratory neurons have increased and advanced activity in REM sleep, that is, cells that discharge in the latter part of inspiration in NREM sleep.

Figure 21-6 A, The activity of high $\eta^2$ medullary respiratory neurons is little affected by NREM sleep, whereas the activity of low $\eta^2$ cells is significantly suppressed in NREM sleep. This differential effect of NREM sleep on these different classes of respiratory neurons is thought to be due to the particular sensitivity of the tonic nonrespiratory inputs to changes in sleep-wake state, which is the basis of the “wakefulness stimulus” for breathing. B, Example showing increased and advanced activity of a late inspiratory neuron in REM sleep.
sleep can be active throughout inspiration in REM sleep (see Fig. 21-6).³

Nevertheless, there is considerable variation around the mean level of discharge of respiratory neurons in REM sleep associated with tonic and phasic events.¹ For example, increased ponto-geniculoc-occipital wave activity, a defining feature of phasic REM sleep events, is associated with increased activity of medullary respiratory neurons. This latter observation has been taken to suggest that the activity of respiratory neurons in REM sleep is strongly influenced by processes peculiar to the neurobiology of REM sleep rather than intrinsic to the respiratory network.² This concept of nonrespiratory inputs having significant influences on the activity of neurons and motoneurons in the respiratory network has similarities to the major influence of tonic drives that were discussed in the context of the wakefulness stimulus to breathing. Together, these concepts serve to highlight that the activity levels of central respiratory neurons and motoneurons is due to the interaction of their respiratory and nonrespiratory inputs, with the latter having major influences on overall respiratory activity and being particularly sensitive to changes in sleep–wake state.

As discussed previously for respiratory motoneurons, this fundamental effect of REM sleep in activating central respiratory neurons can lead to periods of increased respiratory rate and respiratory muscle activity unrelated to homeostatic feedback regulation and to prevailing blood gas tensions.³⁵⁶ This increased activity of central respiratory neurons in REM sleep would most likely produce periods of increased respiratory rate and higher respiratory muscle activity at times when the normally time-varying inhibition of respiratory motoneurons is briefly weakened or withdrawn (see Figs. 21-3 and 21-4). That REM sleep can lead to periods of heightened diaphragm activity unrelated to prevailing blood gas tensions has particular relevance to the clinical observation that hypopnic central apneas most commonly occur in NREM sleep, but can be absent in REM sleep when breathing is characteristically erratic.⁸⁹ Figure 21-4 illustrates how this balance of excitatory and inhibitory influences at respiratory motoneurons can underlie the highly variable respiratory activity in REM sleep, including periods of respiratory depression despite activation of central respiratory neurons.

**Neuromodulation of Respiratory Neurons across Sleep–Wake States**

Unlike the studies performed at respiratory motor pools,¹⁶,¹⁷ there have been no studies addressing the neurochemicals that may mediate the control of respiratory neurons in vivo as a function of sleep–wake states. Nevertheless, it is a reasonable working hypothesis that the neuronal groups involved in the modulation of respiratory motoneurons across sleep–wake states also likely affect respiratory neurons. Accordingly, influences from brainstem reticular formation neurons (likely glutamatergic) are positioned to provide a source of tonic drive to respiratory neurons, with this influence altering from wakefulness to NREM and REM sleep.³¹⁶,¹⁷,³⁹ Neurons of the brainstem reticular formation system generally show decreased activity in NREM sleep compared to wakefulness, with increased activity in REM sleep,³¹⁹ that is, a pattern similar to the changes in respiratory neuron activity. Electrical stimulation of the midbrain reticular formation can convert the activity of several respiratory muscles or motor nerves from a sleep-like pattern to one more like wakefulness.⁹ Indeed, it has been postulated that one important source of the tonic (nonrespiratory) input to medullary respiratory neurons when awake (i.e., the wakefulness stimulus) arises from the reticular formation.³¹⁹ The source(s) of the drive(s) activating central respiratory neurons in REM sleep, however, has not been determined.

Neurons of the aminergic arousal system (serotonergic, histaminergic, and noradrenergic), and other sleep state–dependent neuronal groups, are also positioned to provide a source of tonic (nonrespiratory) drive to respiratory neurons across sleep–wake states. However, whether these tonic drives would be excitatory or inhibitory to respiratory neurons depends on the receptor subtypes activated, and the pre- or postsynaptic location of these receptors (see Figs. 21-2 and 21-3 for reference). This lack of knowledge of the sleep state–dependent neuromodulation of respiratory neurons needs to be addressed by further research, which may also identify specific pharmacological approaches that may be appropriate to preserve respiratory neuron activity in sleep and so minimize respiratory depression. The various brain structures that exert behavioral control of the respiratory system should also be considered as a source of the wakefulness stimulus for breathing but it is not known if this collection of inputs shares the same neurochemicals as the aforementioned inputs from the reticular formation and sleep state–dependent neuronal systems.

**Clinical Pearl**

The withdrawal of the wakefulness stimulus to breathing at the transition from wakefulness to sleep is the principal mechanism that precipitates the major clinical sleep-related breathing disorders. Current evidence identifies neurons of the aminergic arousal system and reticular formation as providing the key components of this wakefulness stimulus. Withdrawal of this tonic excitatory drive to the muscles of the upper airway is thought to underlie the normal sleep-related increase in upper airway resistance, and the hypoventilation, flow-limitation, and obstructive sleep apnea observed in susceptible individuals (e.g., those with already anatomically narrow upper airways). Patients with restrictive lung diseases and neuromuscular weakness rely, to varying degrees, on the activation of nondiaphragmatic respiratory muscles to help maintain adequate ventilation in wakefulness, but this compensation can be reduced or absent in sleep, leading to severe hypoventilation as the essential tonic excitatory drive that is present in wakefulness is withdrawn. REM sleep mechanisms can also lead to inhibition of respiratory motoneurons, so explaining the typically worse severity of abnormal breathing events in REM sleep compared to NREM sleep.
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Respiratory Physiology: Understanding the Control of Ventilation
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Abstract
During sleep, the relative regularity of breathing in resting wakefulness is replaced by marked respiratory variability due to changes in the drive to both the respiratory pump muscles and the upper airway dilating muscles. Breathing during wakefulness is controlled by several factors including voluntary and behavioral elements; chemical factors, including low oxygen levels; high carbon dioxide (CO₂) levels and acidosis; and mechanical signals from the lung and chest wall (see Chapter 21 for more information). During sleep, there is loss of voluntary control and a decrease in the usual ventilatory responses to both low oxygen (hypoxic) and high carbon dioxide (hypercapnic) levels. Both the hypoxic and hypercapnic responses are most depressed in rapid eye movement (REM) sleep.

These blunted ventilatory responses during sleep are clinically important. They permit the marked hypoxemia that occurs during REM sleep in patients with lung or chest wall disease and may also be important in the pathogenesis of upper airway obstruction during sleep.

Sleep alters both breathing pattern and respiratory responses to many external stimuli. These changes allow the development of sleep-related hypoxemia in patients with respiratory disease and may contribute to the pathogenesis of apneas in patients with the sleep apnea syndrome. This chapter reviews the control of ventilation in adults during sleep and its relevance to these clinical problems (see Section 13 of this volume).

INTRODUCTION
Many respiratory problems during sleep are related to sleep-induced changes in the control of ventilation. Much is known about the control of breathing during wakefulness, but less about how breathing is controlled in sleeping normal subjects or in patients with sleep disorders. The major goal of the respiratory control system is homeostasis, to keep blood gases tensions in a tight range to allow the body to maintain normal metabolic functions.

Unlike the heart, the respiratory muscles do not have a built-in pacemaker. These muscles receive impulses from a region in the medulla that has been called the respiratory center, respiratory oscillator, respiratory signal generator, and respiratory pacemaker. For breathing to change as physiological conditions change, the respiratory center receives and responds to three general types of information: chemical information (from chemoreceptors responding to Pao₂, Paco₂, and pH), mechanical information (from receptors in the lung and chest wall), and behavioral information (from higher cortical centers) to allow breathing to be altered during speech, swallowing, and other activities. The aspects of awake control that may have impact on control of breathing during sleep are reviewed later.

Chemical Information
The carotid body senses Pao₂ (arterial concentration of O₂) which sends impulses to the medulla via the ninth cranial nerve. Ventilation usually increases only when Pao₂ is less than 60 mm Hg. When Pao₂ drops acutely below 30 to 40 mm Hg, the medulla (see Chapter 21 for more information of the brainstem network associated to the control of breathing) may be depressed by the hypoxemia; thus, ventilation may decrease. Carbon dioxide is sensed in both the carotid body and a region of the medulla called the central chemoreceptor. As Paco₂ (arterial concentration of CO₂) increases, there is a brisk linear increase in ventilation. Drugs that depress central nervous system function (e.g., some benzodiazepines, opioids) may profoundly depress chemical drives to breathe in normal altitude (see Chapter 24 for the paradoxical effects of benzodiazepines on respiration during sleep in high altitude).

Mechanical Information
In the presence of lung diseases or changes in the load of the respiratory system, receptors in the lung and chest wall send impulses to the medulla. Those in the lung are the best understood: The receptors respond to irritation, inflation (stretch), deflation, and congestion of blood vessels. The information from these sensors travels centrally via the vagus nerve. The major result of stimulating these sensors is to shorten inspiration and reduce tidal volume to cause a rapid, shallow breathing pattern.

Information from Higher Central Nervous System Centers
The respiratory system is used for many nonbreathing functions (e.g., singing, laughing, crying, and speaking) that are directed by higher brain centers. The efferent pathways involved in these activities may actually bypass the respiratory center in the medulla; thus, these nonrespiratory activities can override the metabolic homeostatic function of the respiratory control system. It appears that just as abnormal chemistry may increase the drive to breathe, there is a respiratory drive linked to wakefulness. As one sleeps, arouses, and dreams, there may be dramatic changes in the information from higher central nervous system (CNS) centers.

PHYSIOLOGY OF VENTILATORY CONTROL DURING SLEEP
This chapter largely focuses on the effects of sleep on the various mechanisms controlling breathing in adult humans.
Hypoxic Ventilatory Response during Sleep

Adult Human Beings

The ventilatory response to hypoxia falls during sleep in healthy adults (Fig. 22-1). The hypoxic ventilatory response was lower during non-rapid eye movement (NREM) sleep than during wakefulness in the studies in which the subjects were exclusively or mostly men but the responses were similar in wakefulness and NREM sleep in the studies in which women predominated. It is not clear why there is such a difference between the genders in the effect of sleep on the hypoxic ventilatory response and whether hormonal factors might be important. Comparison of the results in men and women (Fig. 22-2) shows that the major gender difference is in the levels of ventilatory response during wakefulness, which is much higher in men than in women, whereas the responses in NREM sleep were not different between the genders. During NREM sleep both the ventilatory responses to hypoxic hypoxia and the posthypoxic ventilatory decline were similar between the genders. It was also found that the posthypoxic ventilatory decline in NREM sleep was not associated with a decline in respiratory frequency nor with any change in airway mechanics.

The hypoxic ventilatory response during rapid eye movement (REM) sleep is lower than in NREM sleep in both men and women. The hypoxic ventilatory response during REM sleep was remarkably similar in all three directly comparable studies: about 0.4 L/min/percent-age SaO₂ (see Fig. 22-2).

Adult Animals

The isocapnic hypoxic ventilatory response has been found to be unchanged or decreased during sleep in dogs with tracheostomies and decreased during sleep in goats.

Hypercapnic Ventilatory Response during Sleep

Adult Human Beings

The hypercapnic ventilatory response is depressed during sleep in adult human beings (Fig. 22-3). Studies performed in either electroencephalogram-documented or presumed NREM sleep showed that the slope of the ventilation-CO₂ response line falls during NREM sleep, compared with wakefulness. Two large studies suggested that the decrease in response from wakefulness to NREM sleep is approximately 50%. Although Bülow reported lower responses in stages 3 and 4 sleep than in stages 2 sleep, later researchers found no such difference. In fact, Bülow did not apply statistics, and his data indicate considerable overlap (see Figs. 21, 26, and 27 in reference 12). Indeed, no separation is evident until high
CO₂ levels are reached when the number of data points is small. NREM sleep does not significantly change the position of the ventilation-CO₂ response line, as assessed by the rebreathing technique with extrapolation of the CO₂ response line to the intercept at zero ventilation. However, as the slope of the response line decreases during NREM sleep, the CO₂ increment between the awake resting ventilatory set-point and the ventilatory response line is increased significantly during NREM sleep (see Fig. 22-3).12,13

Berthon-Jones and Sullivan18 found that healthy women did not change the hypercapnic ventilatory response from wakefulness to NREM sleep, a result consistent with the finding by Davis and colleagues19 of higher ventilatory responses during sleep in women than in men. In contrast, neither Douglas and colleagues13 nor Gothe and colleagues20 identified any difference between the genders in any stage. Three groups have measured the hypercapnic ventilatory response during REM sleep in adults. Douglas and colleagues13 found that in 10 of 12 subjects, the hypercapnic response was lowest in REM sleep, compared with either wakefulness or NREM sleep. The mean hypercapnic ventilatory response during REM sleep was 28% of the level during wakefulness (see Fig. 22-3). These authors were unable to accurately define the position of the hypercapnic ventilatory response line because some responses during REM sleep had negative slopes. Berthon-Jones and Sullivan16 and White21 found a tendency for the lowest responses to occur during REM sleep.

**Adult Animals**

As in adult human beings, the hypercapnic ventilatory response is lower in NREM sleep than in wakefulness in dogs22,23 and cats,24 with a further drop in response from NREM to REM sleep.22-25 Sullivan and colleagues21 found that the hypercapnic ventilatory response was lower in phasic than in tonic REM sleep in dogs.

**Ventilatory Response to Chemical Stimuli: Conclusions**

In summary, there appear to be genuine gender and species differences in the effect of sleep on the hypoxic ventilatory response. Although there are no major species differences in the effect of sleep on the hypercapnic ventilatory response, there may be gender differences. In human adults without disordered breathing, both ventilatory responses are reduced during sleep and are at their lowest during REM sleep.

**ADDED RESISTANCE AND AIRWAY OCCLUSION DURING SLEEP**

**Adult Human Beings**

Sleep modifies the ventilatory response to added inspiratory resistance.26-29 All studies agree that NREM sleep blunts the respiratory timing response to added resistance.26-30 with some reporting a net effect on ventilation as well.27,29,30 In adults with asthma, the ventilatory response to induced bronchoconstriction is not modified by sleep.31 Issa and Sullivan32 reported that, in response to airway occlusion, there was a progressive increase in respiratory effort during NREM sleep and rapid, shallow breathing during REM sleep.

**Animals**

In both dogs33,34 and cats,24 ventilatory compensation for added loads is maintained during NREM sleep at the level found in wakefulness. However, when the respiratory system is further stressed by combining resistive loading with hypercapnia, the ventilatory and airway occlusion responses to loading are found to be impaired during both NREM and REM sleep.24

In summary, it is not yet clearly precisely what effect increased airflow resistance has on ventilation during sleep, particularly during REM sleep, in adults.

**AROUSAL RESPONSES**

**Isocapnic Hypoxia**

In normal subjects, isocapnic hypoxia is a poor stimulus to trigger arousal from sleep (Fig. 22-4), with many subjects remaining asleep with SaO₂ as low as 70%.1,2,5 and no difference between NREM and REM sleep in arousal threshold. Conversely, the arousal sensitivity to hypoxia is decreased in REM sleep in patients having obstructive sleep apnea with asphyxial hypoxia,35 in dogs with isocapnic hypoxia,36 and in cats with hypocapnic hypoxia. Carotid body denervation reduces arousal sensitivity in dogs37 but does not alter the arousal threshold in cats.38

**Hypercapnia**

Hypercapnia also produces arousal from sleep at variable levels3,11,13 but awakens most subjects before the end-tidal CO₂ has risen by 15 mm Hg above the level in wakefulness.3,11-13 Berthon-Jones and Sullivan16 reported arousal thresholds up to 6 mm Hg higher in slow-wave sleep than in either stage 2 or REM sleep in male but not in female subjects, whereas Douglas and associates13 found no gender or sleep stage-related differences. Hypoxia increases the sensitivity to CO₂ arousal.15

**Added Resistance**

Human beings tend to arouse from sleep following either the addition of an inspiratory resistance or the occlusion of inspiration.33 Added inspiratory resistance was found to produce a similar percentage increase in arousal frequency in stages 2 and 3/4 and REM sleep. However, the arousal frequency during control sleep periods was lowest in stages 3/4 sleep and remained significantly lower during slow-wave sleep than in REM sleep after the addition of inspiratory resistance (Fig. 22-5).34-36

Arousal from REM sleep after airway occlusion is far more rapid than arousal from NREM sleep (Fig. 22-6; nearly 3 times quicker in REM), whereas patients with obstructive apneas have longer apneas during REM sleep. Upper airway receptors would be exposed to respiratory pressure changes in normal people with airway occlusion but in patients with sleep apnea receptors above the level of occlusion would not experience pressure swings. However, it is unclear why these upper airway receptors should be more effective in REM sleep than in NREM sleep in normal subjects.
Arousal response to experimental chemostimulation was found to occur at a similar level of ventilation regardless of stimulus. The final common pathway for arousal from sleep after hypoxia, hypercapnia, or increased resistance may actually be the level of ventilatory effort. This is compatible with the observation that patients with the “upper airway resistance syndrome” tend to awaken at relatively reproducible levels of intrathoracic pressure and that this arousal occurs without the development of either significant hypoxemia or significant hypercapnia.

Arousal responses are affected by previous sleep history. For example, sleep fragmentation in normal subjects significantly reduced the frequency of arousal in response to inspiratory resistive loading in stage 2 sleep and in early REM sleep periods with increasing arousability from REM later in the night. There was no effect of sleep fragmentation on the arousal response to resistive loading in stages 3 and 4 sleep.

**Bronchial Irritation**

Sleep suppresses the cough response to inhaled irritants in human beings, dogs, and cats, with cough occurring only after arousal. Similarly, in patients with chronic bronchitis and emphysema, cough is suppressed during sleep.

---

**Figure 22-4** Arousal responses to hypoxia and hypercapnia in different sleep stages, indicating whether the subjects remained asleep (red circles) or aroused (blue circles). The hypoxic responses are total data for 9 subjects; the hypercapnic plots are for each of 12 individuals, 6 females (1-6) and 6 males (7-12), indicating with the dotted line mean PETCO₂ in wakefulness in each subject. (From Douglas NJ. Control of ventilation during sleep. Clin Chest Med 1985;6:563).

**Figure 22-5** Timing of arousal after application of inspiratory resistance of 4, 7, or 10 cm H₂O/L/sec in stages 2 and 3/4 and REM sleep. Those occasions in which arousal occurred within 2 min of addition of resistance are indicated by red circles, and those in which arousal did not occur within 2 min by blue circles. (From Gugger M, Molloy J, Gould GA, et al. Ventilatory and arousal responses to added inspiratory resistance during sleep. Am Rev Respir Dis 1989;140:1301-1307.)
There is no difference between NREM and REM sleep in the arousal response to inhaled citric acid in human beings, but in dogs, the arousal responses both to instilled water and to inhaled citric acid are markedly depressed during REM sleep.

**Ventilatory Response to Arousal**

The converse of considering which elements of respiration cause arousal is examining the effect of arousal on ventilation. Awakening from sleep, whatever the arousing response, leads to an increase in ventilation just as sleep onset is associated with a decrease in ventilation. In normal subjects, the magnitude of the cardiorespiratory response to arousal from sleep is independent of the level of CO2 suggesting that it results from reflex activation and not because of a homeostatic response. The cardiorespiratory response to arousal declines with age.

**CONTROL OF BREATHING RHYTHM DURING SLEEP**

Spontaneously occurring breathing irregularities during sleep are reviewed in several chapters of Section 13 of this volume, but a few points are relevant to this chapter.

**Human Beings**

Bülow found that the healthy subjects who had the most irregular breathing during NREM sleep had the greatest CO2 tolerance between the awake ventilation–CO2 setpoint and their CO2 response line. This CO2 control laxity at sleep onset may be important in the pathogenesis of breathing irregularities, which are common at this time. The induction of experimental hypocapnia, either alone or in conjunction with hypoxia, can induce irregular breathing in normal subjects during NREM sleep with frequent central apneas around and below the apnea threshold. The apnea threshold is higher in premenopausal women than in men or postmenopausal women. Hypocapnia may also induce obstructive apneas, especially when an inspiratory resistance is added. After airway occlusion in NREM sleep, ventilatory overshoot may occur, especially in those with high hypercapnic ventilatory responses, and this could contribute to respiratory instability during sleep. Subjects with high hypoxic ventilatory responses have a greater variability in ventilation during sleep. During REM sleep, irregular breathing is the norm in adults, and neither isocapnic hypoxia nor hypercapnia regularize this pattern.

**Animals**

Spontaneous irregular breathing is uncommon in NREM sleep in mature animals. In REM sleep, irregular breathing is universal and is not regularized by hypoxia, hyperoxia, hypocapnia, metabolic alkalosis, carotid body resection, or vagotomy, and indeed respiratory irregularity may increase after vagotomy.

**UPPER AIRWAY–OPENING MUSCLES DURING SLEEP**

In cats, the activity of upper airway opening muscles decreases during NREM sleep, with a further marked reduction during REM sleep. During wakefulness, the activity of these muscles parallels that of the diaphragm during respiratory stimulation with either hypoxia or hypercapnia. Both genioglossal and palatal muscle tone decrease during sleep in normal human beings (see Chapters 21 and 23 for more information). Decreases in genioglossal and palatal muscle activity occur immediately at alpha-theta transition in parallel with changes in diaphragm muscle tone and affect inspiratory more than tonic or expiratory motor units in the genioglossus. These decreases are greater in older subjects. This appears to be due to increased activation of these muscles in wakefulness, probably due to anatomical narrowing of the upper airway, and the subsequent loss of the wakefulness drive to these muscles, rather than to a selective decrease in an effect of age on the responsiveness to negative pressure during sleep. This is compatible with the increased collapsibility of the upper airway during sleep with age.

Genioglossal activity is relatively insensitive to hypoxia, hypercapnia or applied resistance during NREM sleep in adults, although both chemoreceptor and negative pressure receptor inputs to the genioglossus are still present in NREM sleep. Recent studies have shown that intermittent hypoxia in normal subjects is associated with increased ventilation, decreased upper airways resistance, and increased phasic genioglossal EMG that persisted up to 20 minutes into the recovery period. Neither genioglossus nor tensor palatini activity increased in response to applied resistance during NREM sleep in men or women.

**FACTORS INFLUENCING RESPIRATORY CONTROL DURING SLEEP**

Mechanisms that are likely to contribute to decreased ventilatory responses during sleep include the following:

**Decreased Basal Metabolic Rate**

Basal metabolic rate falls during sleep, with no major difference in the levels in the different sleep stages.
ventilation and ventilatory responses are reduced when metabolic rate falls, although the physiological sensor-network related mechanism for this is unclear. The decreased basal metabolic rate during sleep is probably a factor in the decreased chemosensitivity during sleep but cannot explain the further reduction in ventilatory response from NREM to REM sleep.

**Cerebral Blood Flow–Metabolism Relationship**

Brain blood flow increases during sleep. The 4% to 25% increase in brain blood flow in slow-wave sleep compared with wakefulness is explicable on the basis of the mild hypercapnia that results from hypoventilation. Brain blood flow increases markedly during REM sleep, the rise being as large as 80% in one study. In goats, Santiago and colleagues found a 26% increase in brain blood flow during REM sleep and found this to be greater than could be explained by the increase in CO₂. They also found that brain metabolism in REM sleep was similar to that in wakefulness. This increase in the brain blood flow brain–metabolism ratio would depress central chemoreceptor activity during REM sleep and might be a factor in reducing ventilatory responses during REM sleep. However, in human beings, Madsen and colleagues reported that changes in cerebral blood flow paralleled changes in cerebral oxygen metabolism during both slow-wave and REM sleep (see also Chapter 18).

**Neurological Changes during Sleep**

Cortical activity influences breathing, with mental concentration increasing both ventilation and ventilatory responses. It seems probable that the hypoventilation and decreased responses to chemical and mechanical stimuli in NREM sleep partially reflect the loss of the “wakefulness” drive to ventilation. During REM sleep, sensory and motor functions are impaired. There are both presynaptic and postsynaptic inhibitions of afferent neurons that result in raised arousal thresholds to external stimuli and postsynaptic inhibition of motoneurons that produces the postural hypotonia typical of REM sleep. This combination of decreased sensory and motor function probably contributes to the marked impairment of ventilatory responses during REM sleep.

It has been suggested that the irregular breathing and impaired ventilatory responses during REM sleep result from alteration of the control of ventilation by behavioral factors. However, evidence suggests that chemical stimuli are the most important ones during REM sleep in humans. Furthermore, at least in cats, there seems to be a positive correlation between the activity of some medullary respiratory neurons during REM sleep with pontine-generated discharges termed ponto-geniculo-occipital (PGO) waves. PGO waves are one of the basic electrophysiological phenomena of REM sleep, and thus the dysrhythmic nature of breathing in REM sleep may relate directly to the dysrhythmic nature of REM sleep itself. This is supported by the observation that tidal volume is closely related to the density of eye movements during REM sleep in human beings.

**Neuromechanical Factors**

**Chest-Abdominal Movement**

It has been suggested that decreased ventilatory responses in REM sleep result from hypotonia of the intercostal muscles. Although there is no doubt that chest movement and the intercostal electromyogram (EMG) are decreased during REM sleep as compared with NREM sleep, the studies that have included measurements during wakefulness show that chest movement contributes a similar proportion to tidal volume in REM sleep as in wakefulness. Clearly, further EMG studies are required, as are studies on the contribution of the chest to ventilation during the different components of REM sleep.

**Reduced Functional Residual Capacity**

Functional residual capacity is decreased during REM sleep. Although this might contribute to the hypoxia in REM sleep, it is unlikely to contribute to the decreased ventilatory responses because volume reduction usually increases these responses.

**Increased Airflow Resistance**

Airflow resistance increases during sleep. The increase is maximal in NREM sleep in human beings, although in cats, resistance seems to be highest during REM sleep. This increased resistance is due to hypotonia of the upper airway opening muscles during sleep. Some of the diminution in ventilatory responses between wakefulness and NREM sleep may be due to changes in upper airway resistance because the occlusion pressure response to hypercapnia is well maintained during NREM sleep. The study that looked at the threshold CO₂ level for respiratory muscle activation in intubated subjects in whom upper airways resistance was thus kept constant suggested that there are sleep-stage–related differences in the neuromuscular response to CO₂. The CO₂ level at which respiratory muscle augmentation occurred rose significantly from wakefulness to NREM sleep. The occlusion pressure response to hypercapnia is markedly reduced during REM sleep which indicates diminution of neuromuscular function.

In summary, the main cause for the decrease in ventilatory responses during NREM sleep is the loss of the wakefulness drive to breathe coupled with the decrease in metabolic rate and increase in airflow resistance. The further reduction during REM sleep is likely to result from altered CNS function during REM sleep.

**CLINICAL SEQUELAE OF ABNORMAL VENTILATORY RESPONSES**

The impaired ventilatory responses permit the development of hypoventilation during sleep and of sleep-related hypoxemia in patients with hypoxic chronic bronchitis and emphysema and other respiratory diseases that cause hypoxia. In all of these conditions, the hypoxia is most marked in REM sleep, when the ventilatory responses are at their lowest.

The remarkable insensitivity to external stimuli during sleep allows patients with all of these conditions to develop...
clinically significant hypoxia and hypercapnia before arousal occurs.

Instability of the control of breathing during sleep may contribute to the development of the obstructive sleep apnea-hypopnea syndrome in some patients.102 Paradoxicallly, enhanced ventilatory responses may be present in some patients, which may destabilize ventilation and lead to periodic breathing.103 This may be an important factor in the development of Cheyne-Stokes respiration in left ventricular heart failure.104 In heart failure, central apnea during sleep may be initiated by an acute increase in ventilation and reduction in PaCO₂ following a spontaneous arousal.105 When PaCO₂ falls below the threshold level required to stimulate breathing, the drive to respiratory muscles and airflow cease, and central apnea result. Apnea persists until PaCO₂ rises above the threshold required to stimulate ventilation. Prolonged circulation time appears not to play a key role in initiating central apneas, and indeed cardiac transplantation with normalisation of cardiac function does not always prevent Cheyne-Stokes respiration.105 The major influence of circulation time appears to be on the lengths of the hyperpneic phase and of the total periodic breathing cycle.106 Once triggered, the pattern of alternating hyperventilation and apnea is sustained by the combination of increased respiratory chemoreceptor drive, pulmonary congestion, arousals, and apnea-induced hypoxia, which cause oscillations in PaCO₂ above and below the apneic threshold. Inhalation of a CO₂-enriched gas to raise PaCO₂ abolishes Cheyne-Stokes respiration in heart failure.107 The clinical effectiveness of continuous positive airway pressure therapy in this situation is debated.104,109 For more details on sleep disorders breathing, Section 13 of this volume can be consulted.

**Clinical Pearl**

Decreased ventilatory responses to hypoxia, hypercapnia, and inspiratory resistance during sleep, particularly in REM sleep, permit REM hypoxemia in patients with chronic obstructive pulmonary disease, chest wall disease, and neuromuscular abnormalities that affect the respiratory muscles. Decreased ventilatory responses may also contribute to the development of hypoventilation syndromes and the sleep apnea/hypopnea syndrome.
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Primary among the changes in physical environment that attend the ascent to altitude is a decrease in barometric pressure such that although the fractional concentration of O₂ is similar to that at sea level, O₂ tension—the product of fractional concentration and barometric pressure—is reduced (Fig. 24-1). This decreased O₂ tension of ambient air presents a threat to arterial and tissue oxygenation and elicits a series of responses that may act to minimize tissue hypoxia. These consist of early increases in ventilation and cardiac output, and, during more prolonged exposure, rises in circulating red cell concentration and adaptive changes in peripheral tissue, including increased spatial density of capillaries and mitochondria. Reading Chapters 21 and 22 may help one to further understand the physiological changes associated with sleep and breathing in high altitude.

Increased Ventilation

Probably the earliest, best studied, and one of the most important of these responses is increased ventilation, which acts to minimize the extent of alveolar hypoxia and arterial hypoxemia in the face of a decrease in ambient O₂ tension. The magnitude of the ventilatory response increases with increasing altitude, but it also varies considerably among individuals at a fixed altitude. This variability in part reflects intrinsic, interindividual differences in the strength of the basal (preascent) ventilatory response to hypoxia. In addition, ventilation progressively increases over several days after ascent to high altitude. This gradual increase occurs despite the fact that the increasing ventilatory response is lessening hypoxia, which is the presumed stimulus to breathing, and increasing hypocapnic alkalosis, which is a ventilatory inhibitor. This is the phenomenon of ventilatory acclimatization to high altitude, which is manifested as a progressive decrease in arterial Pco₂ (Paco₂) with increasing ventilation over several days. Although the mechanism of acclimatization is debated, studies in humans and animals suggest that increased hypoxic sensitivity of the carotid body may be a major contributor. In any case, it is during the early phase of altitude adjustment, shortly after ascent, that sleep disturbances appear to be most marked; they tend to improve during the period of acclimatization.

Sleep Disturbances

The earliest systematic study of sleep at altitude was a report in 1970 of studies of subjects working in Antarctica, where a combination of geographic elevation and terrestrial spin produces decreased barometric pressure ranging from 485 to 525 mm Hg, equivalent to an altitude of 4500 to 5000 meters. The men stationed there experienced a sleep disturbance termed polar red-eye, and electroencephalographic studies showed major disruption of sleep. The results of recent studies suggest that benzodiazepines and other sleep-promoting agents may improve sleep quality without apparent adverse effects.

In this chapter, relevant features of acute physiologic adjustment to high altitude are briefly summarized; then the characteristics of the sleep disturbance at high altitude, its pathogenesis, and therapeutic interventions are reviewed. Although much of the focus is on sleep after acute ascent to high altitude, alterations in sleep during long-term altitude exposure are also briefly mentioned. Information in this chapter may also be relevant to the pathophysiology of central sleep apnea at low altitude (see Section 13).
of sleep state and respiratory pattern. Breathing and sleep interactions were studied in normal subjects at sea level and during a stay of several days on the summit of Pike’s Peak (4300 meters). On the initial night after ascent, most subjects exhibited periodic breathing that was present during roughly half the time asleep but varied among subjects from 0% to 93%. Sleep was characterized by significant decreases in stages 3 and 4, with an increased number of arousals (Fig. 24-2). In most but not all subjects who initially showed periodic breathing, this tended to decrease over subsequent nights, with a decreased number of arousals. Although there was a trend toward more wakefulness, the duration of sleep (total sleep time) was not significantly reduced compared with that at sea level.

Although most of these subjects complained of poor-quality sleep, this could not be related to abbreviated sleep, which, as mentioned, was of normal duration. Rather, it seemed associated with an increased number of awakenings. Many of these were synchronous to the transition from termination of apnea to onset of hyperpnea and thus were similar in some respects to the arousal seen in sleep apnea syndromes at low altitude. Although this suggests that periodic breathing, frequent awakenings, and poor-quality sleep are mechanistically interrelated, there must be some reservation about this because increased awakenings in one subject occurred in the absence of periodic breathing and because oxygen administration abolishes periodic breathing but not the increased frequency of awakenings. It appears, however, that most of the sleep fragmentation at altitude is related to the increased frequency of arousals that are temporally linked to apneas.

![Figure 24-1](image)  
**Figure 24-1** Relationship between altitude and inspired O\(_2\) pressure. (From Kryger MH. Pathophysiology of respiration. New York: John Wiley & Sons; 1981.)

![Figure 24-2](image)  
**Figure 24-2** All-night sleep plots for a single subject during a night at sea level (upper plot) and the first night at altitude (lower plot). Time in hours is plotted on the horizontal axis. Lights out occurred at the small vertical arrow in each plot. Sleep stage is shown on the vertical axis: A, awake; R, REM sleep; D, stage 1 sleep; 2, stage 2 sleep; 3/4, stages 3 and 4 sleep combined. Sleep at high altitude was associated with increased fragmentation by frequent awakenings and a reduction in stage 3/4 sleep. (Reprinted from Reite M, Jackson D, Cahoon RL, et al. Sleep physiology at high altitude. Electroencephalogr Clin Neurophysiol 1975;38: 463-471.)
Poor subjective quality of sleep might also reflect altitude-associated changes in sleep stage distribution. Most studies find that sleep at high altitude is characterized by an increase in light sleep (stage 1) with a decrease in stage 2 sleep, and a relative paucity of deeper stages (3 and 4) of non–rapid eye movement (NREM) sleep. Total sleep time is usually unchanged, but there is a significant increase in time spent awake, and there is shortening of sleep epochs, which are fragmented by frequent arousals. There seems to be no consistent change in the amount of rapid eye movement (REM) sleep, which is variably found to be either unchanged, increased, or decreased at altitude. The disparity between subjective evaluation of sleep quality and the objective findings of normal sleep duration most likely reflects the importance of sleep continuity in the apparent subjective quality of sleep and suggests that sleep fragmentation despite normal cumulative duration produces the impression of sleeplessness.

As mentioned earlier, total sleep time is remarkably preserved or even increased in the face of the disruptive effect of periodic breathing. Perhaps this paradox is explained by the frequent but largely unstudied observation that ascent to altitude induces sleepiness, which is consistent, prompt, and often profound. Although this may be due to hypoxia, a study in normal subjects at low altitude showed marked sleepiness induced by brief voluntary hyperventilation, pointing to a potential role of hypocapnia. Regardless of its cause, the hypnotic effect of altitude could contribute to the maintenance of total sleep duration. Hypocapnia may also suppress REM sleep; a study in sleeping cats at simulated altitude and during mechanical hyperventilation showed decreases in REM sleep that were reversed by CO2 administration.

In summary, on the first few nights following ascent to altitude, sleep is typically of near normal duration with increases in sleep stages 1 and 2 and decreases in stages 3 and 4. Periodic breathing is present in a substantial proportion of sleep with frequent arousals and disruption of sleep continuity.

**PERIODIC BREATHING**

In the mid-19th century, Cheyne and Stokes described the crescendo–decrescendo breathing pattern in cardiac patients that now bears their names. That periodic breathing is frequent during sleep in normal individuals at high altitude was observed shortly thereafter by Tyndall in 1857, by Egli-Sinclair and Mosso in 1893 and 1894, and by Douglas and colleagues in 1913, and it continues to be a consistent finding in current studies of sleep after ascent to high altitude. The respiratory dysrhythmia of sleep at altitude is one of machinery-like periodicity (Fig. 24-3) similar to that seen at low altitude in patients with heart failure (see Chapter 122) or with central nervous system (CNS) disorders. The temporal pattern of periodic breathing and its linkage to sleep stages show some night-to-night variation and considerable intersubject differences yet on balance, periodicity is usually evident in early sleep and during light stages. Periodic breathing at altitude may also occur in wakefulness, especially during periods of drowsiness. The pattern, as mentioned, is similar to that of patients with central apnea at low altitude, but with shorter cycle length ranging from 12 to 34 seconds, which progressively shortens with increasing altitude and differs from the longer cycles of 40 to 90 seconds in patients with heart failure. The shorter cycle length at altitude is thought attributable to increased peripheral chemoreceptor sensitivity. The most obvious aspect of this periodicity is the oscillation of tidal volume, and with a less obvious change in tidal volume with a less obvious change in breathing frequency. However, there are subtle, but parallel, variations in frequency that produce a reinforcing effect on ventilatory oscillation. Like periodic breathing at sea level, periodicity at altitude is often initiated by movement or a deeper breath with a transient increase in hypocapnia. Periodicity at altitude is also most prevalent in light stage 1 or 2 sleep. Although deeper stages of NREM sleep are relatively rare after acute ascent, the propensity to periodic breathing seems much reduced at these times.

The most striking influence of sleep stage on periodic breathing is the observation in most studies that REM sleep promptly and consistently terminates periodicity and restores regular breathing. However, periodicity seems to persist in REM sleep at altitudes greater than 4300 meters.

To our knowledge, no data are yet available on the long term risks of high-altitude sleep on health for either occasional or regular high-altitude sleepers. During sleep, ventilation and oxygenation fall below waking values, and the relative sleep induced decreases are similar at altitude and at sea level. However, the important difference is that at altitude, basal (awake) oxygenation and PaCO2 are lower and thus closer to critical ventilatory thresholds. Oxygen tensions fall closer to the descending limb of the dissociation curve, where values are associated with desaturation and are nearer the threshold for stimulation of ventilation. Similarly, CO2 tensions fall to values nearer the “dog-leg,” below which CO2 may lose its ventilatory stimulus potential, and they closely approach the PaCO2 apneic threshold below which breathing ceases during sleep. As a result, small variations in gas tensions have much greater effects on ventilation at altitude with greater stimulation by hypoxia and increased inhibition by hypocapnia.
Respiratory pauses in sleep at altitude are mainly of central origin, unassociated with snoring or other noises suggestive of obstruction and accompanied by decreased rib cage and abdominal activity.\textsuperscript{5,17,19,22} There is no evident association with the usual risk factors for obstruction, such as obesity. However, at low altitude, many apneas are “mixed” with both central and obstructive features.\textsuperscript{37,38} This is most likely a reflection of the phasic “respiratory” nature of many upper airway muscles such that loss of drive reduces activation of both classic inspiratory muscles and those responsible for maintenance of upper airway patency. The hypoxia of altitude may act to decrease airway obstruction. A study of subjects with known obstructive sleep apnea at low altitude showed that at a simulated altitude of 2750 meters obstructive events were entirely replaced by central apneas.\textsuperscript{19} This likely reflects an increase in ventilatory drive in hypoxia which may augment the activity of muscles of the upper airway.\textsuperscript{40} On the other hand, sleep studies of subjects living at moderate altitude (above 2400 meters) that were conducted at a lower altitude (1370 meters) in comparison to the altitude of residence, show that at lower altitude, the respiratory disturbance index (RDI) was reduced. This is largely due to a decrease in central events compared to studies at the higher altitude of residence. There was no change in frequency of obstructive apneas, although the latter were more prolonged at a low altitude.\textsuperscript{41} This finding points to the importance of performing diagnostic sleep studies at the altitude of residence, that is, the places where the subjects are living on a regular basis.

As mentioned, sleep disturbances and periodic breathing seem to be more pronounced during the first few nights after ascent to moderate altitude, with a tendency toward more regular breathing on subsequent nights. However, most studies find substantial interindividual differences in the extent and persistence of periodic breathing and several studies describe the prolonged persistence of periodic breathing over 10 days to 5 weeks at altitudes greater than 4500 meters.\textsuperscript{19,36,42,43} This might reflect incomplete acclimatization at very high altitudes.

**Mechanisms**

In the early 1900s, ingenious experiments done at low altitude explored the physiologic mechanisms of periodic breathing and highlighted the importance of both hypoxia and hypocapnia.\textsuperscript{44} The authors were aware that during wakefulness, breathing was characterized by intrinsic momentum, a “flywheel” effect that caused breathing to continue despite brief hypocapnia. The study revealed also that respiratory periodicity could be readily induced in normal subjects by intense, sustained voluntary hyperventilation with room air, which produced apnea followed by Cheyne-Stokes respiration. When hyperventilation was produced with an O2-enriched gas, apnea was induced without periodic breathing. Such findings indicate the importance of hypoxia in the induction of breathing periodicity. Furthermore, they also support the specific role of phasic hypoxia through the application of dead space containing the CO2 absorber soda lime, which produced rebreathing-induced hypoxia without the usual attendant hypocapnia. When the resulting progressive hyperpnea produced an increase in tidal volume sufficient to bring in “fresh air” replete with O2, the resolution of hypoxia produced apnea followed by recurrent rebreathing-induced hypoxia and perpetuation of the cycle. These findings pointed to the combined roles of hypocapnia, which initiates apnea, and hypoxia, which stimulates hyperpnea, in the genesis of periodic breathing.\textsuperscript{4,17,22,36}

**Roles of Hypoxia and Hypocapnia**

Interpretation of the specific roles of O2 and CO2 is complicated, firstly because O2 administration improves oxygenation but also reduces ventilation and increases Paco2.
with lessening of alkalosis. Secondly, the administration of CO₂ corrects respiratory alkalosis but also increases ventilation and improves oxygenation. Despite this difficulty, considerable evidence suggests that although hypoxia may be contributory, hypocapnic alkalosis may have a particularly important role. Respiratory alkalosis is typical in patients with classic Cheyne-Stokes respiration at low altitude and occurs in normal subjects in whom apneas during sleep have been noted to occur after transient episodes of decreased end-tidal PₐCO₂ and presumed increase in blood pH. The critical role of hypocapnia in periodic breathing in sleep at altitude became clearly evident when periodic breathing in NREM sleep at simulated altitude (barometric pressure of 455 mmHg equivalent to an altitude of 4300 meters) was abolished by a selective increase in PₐCO₂. This was achieved through the administration of low levels of CO₂ with added nitrogen to prevent the increase in oxygen saturation (SaO₂) that would be anticipated as a result of the stimulation of ventilation by a rising PₐCO₂. In one subject, during NREM sleep, the appearance of periodic breathing during the induction of hypoxia was temporally related closely to the fall in end-tidal CO₂ rather than to the decrease in PₐO₂. Similarly, this study showed that breathing was regular in NREM sleep in hypoxia when CO₂ was added to maintain isocapnia. However, when CO₂ administration was terminated, periodic breathing occurred when the end-tidal CO₂ fell, although the extent of hypoxia remained constant.

The Apneic Threshold

An experimental study showed that apneas could be consistently produced at low altitude in NREM sleep through the induction of hypocapnia by passive positive-pressure hyperventilation against a background of either hypoxia or hyperoxia. Apnea tended to occur when the end-tidal CO₂ was lowered 1 to 3 mm Hg below levels observed during wakefulness (the apneic threshold). Thus, hypoxia alone seems insufficient to produce periodic breathing, for which a fall in PₐCO₂, below an apneic threshold, seems important (Fig. 24-5). Just as apneas at low altitude frequently follow sighs or breaths of increased tidal volume with a drop in PₐCO₂, breaths of increased tidal volume with decreased end-tidal PₐCO₂ often trigger periodic breathing at altitude.

It thus appears that the events leading to periodic breathing at altitude begin with hypoxia, which stimulates hyperventilation, and the resulting hypocapnic alkalosis induces apnea, as illustrated in Figure 24-6. Apnea, in turn leads to enhanced ventilatory stimulation by increasing hypoxemia and lessening hypocapnic alkalosis, which promotes subsequent hyperpnea and arousal. The ensuing increase in ventilation lessens hypoxia and restores hypocapnic alkalosis, promoting the recurrence of apnea. Indeed, another study suggested that a stable and slightly elevated PₐCO₂ is necessary for stable rhythmic breathing during low-altitude sleep.

Role of Decreased PₐCO₂ versus Increased pH in the Generation of Apnea

It is clear that apneas at altitude are reversed by the administration of CO₂, but this also reverses alkalosis. Observations described later show the resolution of periodic breathing during acclimatization and its prevention by the use of inhibitors of carbonic anhydrase. In both instances, hypocapnia is, if anything, accentuated whereas alkalosis is reduced, which suggests a dominant role for decreased pH in the genesis of apnea.
**Chemosensory Mechanisms**

Ventilatory oscillation in response to the rapidly changing arterial blood gases in periodic breathing points to an important role for the fast-responding carotid body in the genesis of this respiratory periodicity. Studies in sleeping dogs with denervation or isolated perfusion of the carotid body show that carotid body chemoreception is necessary for induction of periodic breathing after a ventilatory overshoot induced by mechanical ventilation. The findings showed that carotid body silencing by hypocapnia likely contributes to acute posthyperventilation apnea.15

The importance of hypocapnia and alkalosis in the genesis of periodic breathing suggests, in turn, a role for the strength of the ventilatory response to the hypoxia of high altitude, which is the primary cause of hyperventilation and hypcapnia after ascent. Theoretical considerations suggest that increased controller gain contributes to respiratory instability and periodicity.33,37-49 These models emphasize the role of the curvilinear peripheral chemoreceptor response to hypoxia (for which the slope [gain] increases in hypoxia) and the steepening of the ventilatory response to hypercapnia by hypoxia. In a study of healthy subjects after acute ascent to high altitude, it was found that the extent of periodic breathing was greatest in subjects with the highest ventilatory responses to both hypoxia and hypercapnia measured before and after ascent.14 Several subsequent studies have reaffirmed the association of high hypoxic ventilatory responses and periodic breathing in sleep at a high altitude19,21,22,36,42 (Fig. 24-7), although some have found no relationship.11,50 A steeper slope of ventilatory response to hypercapnia might imply a greater inhibitory action of hypocapnia. Two studies suggest an association of periodicity with increased hypercapnic ventilatory response19,34 but this is less consistent than the correlation with hypoxic response. Finally, recent studies in rats with isolated CNS and peripheral perfusion indicate that central hypocapnia induces increased peripheral chemoreceptor hypoxic sensitivity—a possible contributor to periodicity in hypcapnic states.31

Hypocapnia also alters the control of cerebral blood flow. Studies of sleep at high altitude report an association of the extent of periodic breathing with impairment of the cerebral blood flow responses to changes in Pco₂. The normal central vasodilation with hypercapnia and vasoconstriction with hypocapnia tend to preserve CNS acid-base homeostasis in the face of changes in arterial Pco₂ and loss of this regulation may contribute to respiratory instability at high altitude and in patients with heart failure.32

**Role of Sleep**

A series of studies demonstrated that the withdrawal of classic stimuli to breathing by the administration of O₂, induction of metabolic alkalosis, or blockade of vagal afferents led to little change in respiratory rhythm during wakefulness but to profound pauses and slowing of breathing in sleep.51 This echoes the suggestion of other investigators related to the fact that wakefulness acts in some fashion to sustain respiratory rhythm even in the absence of ventilatory stimuli, but that during sleep the maintenance of respiratory rhythm becomes critically dependent on such stimulation.50,54 Hyperventilation thus seems to be an excellent way to induce a respiratory pause in sleep because it simultaneously induces hyperoxia and withdrawal of hydrogen ion–CO₂ stimulation. Indeed, posthyperventilation apnea, which is variable in occurrence in wakefulness54 but consistently found in sleep, is likely an example of such a relationship.46

**Influence of Altitude Acclimatization**

The extent of periodic breathing shows a progressive decline over successive nights at moderate altitude, less than 4500 meters,19 which suggests that the process of ventilatory acclimatization to altitude may act in some fashion to decrease the tendency toward periodic breathing. This is in some respects paradoxical, because the increased hypoxic ventilatory response and decreased Pco₂ and persistent alkalosis seen with acclimatization would be expected to increase periodic breathing. It may be that acclimatization acts to lessen the inhibitory effects of respiratory alkalosis on ventilation or produces local correction of alkalosis at some chemosensitive site and thus reduces the absolute value of Paco₂ required to produce an apnea (apneic threshold). However, increasing altitude appears to increase the persistence of periodic breathing and sleep disruption. At an altitude of 3776 meters, increases in arousals and awake time were found to persist for 5 days,55 and at a simulated altitude of 5050 meters, periodic breathing and increased frequency of arousals were found to persist for 4 weeks.53

**Consequences of Periodic Breathing**

Fragmentation of sleep by frequent awakenings is an important probable byproduct of periodic breathing, which is, in turn, a contributor to the subjective sense of

---

**Figure 24-7** Positive correlation of prevalence of periodic breathing (PB) in sleep at 6542 meters and hypoxic ventilatory response (HVR). (From Goldenberg F, Richalet JP, Onnen I, et al. Sleep apneas and high altitude newcomers. Int J Sports Med 1992;13:S34-S36.)
periodic breathing but fails to prevent arousals. Factors associated with O2 administration, which abolishes the depressant influence of sleep and enhancing the postapneic hyperpnea. Although periodic breathing likely contributes to the generation of arousals, as mentioned, a clear dissociation is seen with O2 administration, which abolishes periodic breathing but fails to prevent arousals. Factors responsible for this residual excess remain unknown.

The net influence of periodic breathing on average ventilation in sleep at altitude is incompletely understood. Although it has been suggested that the respiratory pauses may exaggerate nocturnal hypoxemia, most studies show little effect on average ventilation. Indeed, when a difference is found, there appears to be better ventilation and oxygenation during periodic than during regular breathing, with a lesser incidence of symptoms of altitude adaptation that are linked to relative hypoventilation. The association of periodic breathing with better ventilation may reflect the association of periodicity with increased chemosensitivity, which raises the level of overall ventilation. It may also be that periodic breathing is mechanically and energetically efficient. The high tidal volumes of the hyperpneic phase enhance relative alveolar versus dead space ventilation, and apneas conserve respiratory muscle work. Modeling suggests that optimal oxygenation, at least “pressure cost,” is produced by clusters of two to four large breaths separated by apneas. Such a pattern might be especially efficient at altitude, where decreased air density reduces the respiratory pressure cost. However, it has been suggested that the potential benefits of periodicity may be most evident at low to moderate altitudes, whereas at elevations greater than 3500 meters, associated sleep fragmentation overrides any benefits of periodicity.

**Relationship of Sleep Disturbance and Periodic Breathing to Altitude Syndromes**

Rapid altitude ascent is often associated with two well-recognized syndromes of acute altitude maladaptation: acute mountain sickness (AMS; manifested by loss of appetite, nausea, vomiting, decreased mental acuity, insomnia, and, in rare cases, coma) and high-altitude pulmonary edema (HAPE). Although these are most common in the early postascent period when sleep disturbance and respiratory periodicity are also most pronounced, most studies find that periodic breathing in sleep is not correlated with the development or severity of these syndromes. Indeed, in subjects with pronounced altitude syndromes, periodic breathing tends to be replaced by an irregular, nonperiodic pattern (Fig. 24-8). However, in one study, periodic breathing was found to be more frequent in those with HAPE than in those with AMS or in control subjects. This might be a result of stimulation of intrapulmonary afferents and ventilation–perfusion imbalance related to pulmonary edema with consequent exaggerated hypoxemia and hypocapnia. As mentioned, periodic breathing is linked to increased hypoxic ventilatory response, which may improve oxygenation and reduce the likelihood or severity of these maladaptive syndromes. It may be that AMS is more associated with hypoxemia rather than periodic breathing during sleep as suggested by a study in trekkers that found a trend toward an association of sleep hypoxemia with the severity of AMS. However the role of sleep was questioned by a study of high-altitude expedition members, which found that headache (a common feature of AMS) occurred only 26% of the time during sleep or on awakening. The well-known decline in daytime intellectual function at altitude most likely reflects in part the CNS effects of hypoxemia compounded by the cerebral vasoconstrictor effects of hypocapnia and sleep fragmentation.

**Living High, Training Low**

This strategy, commonly used by athletes as an adjunctive conditioning measure, typically entails sleeping at moderate simulated altitudes of 2500 to 3000 meters, usually in a normobaric hypoxic room or tent, with daytime training at altitudes below 1250 meters. These conditions may differ from those at true altitude because these closed normobaric rooms or tents tend to retain some expired CO2, which may reduce periodic breathing.

Most studies of sleep under such conditions have been done on the first night of exposure. Nocturnal oxygen saturations are moderately reduced, by about 6%, to a level of 89% to 90% accompanied by increases in periodic breathing, respiratory disturbance indices and arousals. Typically these studies find large interindividual variation in the extent of these changes. One study tested the idea that this variation might reflect differences in the strength of the hypoxic ventilatory response among subjects, but found no correlation of preascent measures of the response to findings in sleep at simulated altitude.
Sleep architecture shows variable changes that include decreased slow-wave and REM sleep, whereas others find no changes. As mentioned, most studies are of a single night’s exposure, and so they shed no light on the extent and influence of acclimatization. However, two studies of successive night’s of simulated altitude exposure found an increase in oxygenation likely due to acclimatization, and one study showed persistence of an increase in RDI and arousal on both the 15th and 18th nights of exposure. The extent to which these changes influence daytime function is not entirely clear. Studies report variable impairment of function, sleepiness, and fatigue, but no apparent symptoms of AMS.

**TREATMENT**

The treatment and prophylaxis of sleep abnormalities at high altitude is similar to those used to control the daytime syndrome of AMS. Staged, gradual ascent to altitude is an effective way to prevent or blunt sleep-related symptoms, but this may be inconvenient. Pharmacologic approaches include carbonic anhydrase inhibitors, hypnotic agents, stimulators of peripheral chemosensitivity, and progestational agents. Nominative positive pressure ventilation has also been evaluated as a possible treatment.

**Carbonic Anhydrase Inhibitors**

Acetazolamide is the most common and best studied agent used for amelioration of sleep disturbance at altitude; it has the advantage of also reducing symptoms of AMS. This class of agents produces marked reductions in periodic breathing in sleep with higher and less oscillatory SaO2 (Fig. 24-9). In two studies of sleep at altitude, acetazolamide markedly improved both the mean level and the stability of arterial oxygenation during sleep and reduced the proportion of sleep time during which periodic breathing occurred by roughly 50%. However, the linkage of decreased periodic breathing to improved average oxygenation is variable. Awakenings that occur more frequently in sleep at high altitude are reduced and subjective and objective sleep quality is improved with augmentation of stage 2 sleep and decreased wakefulness.

Mechanisms responsible for the beneficial effects of acetazolamide are the topic of continuing investigation and debate. However, the primary action of these agents is likely the blockade of enzymatic hydration of CO2 to carbonic acid in a wide array of sites including kidney, peripheral chemoreceptors, red blood cells and brain. Blockade of carbonic anhydrase could also promote the accumulation of CO2 in tissue, which might be responsible for the increase in cerebral blood flow induced by the intravenous administration of acetazolamide and could stimulate central chemoreceptors. However, these central effects are minimal or absent with the relatively low doses used for symptom reduction at altitude, and selective agents with action limited to the kidney seem as effective as acetazolamide in reducing periodic breathing. Thus, the main mechanism of action is most likely the renal tubular effect with induction of systemic metabolic acidosis (Fig. 24-10). Reduction in respiratory periodicity with these agents may be in part the result of lessening of hypoxemia secondary to stimulation of ventilation by acidosis, but carbonic anhydrase inhibitors have a similar utility in eliminating central apneas at low altitude, where hypoxemia is not a likely factor. Studies in animals indicate that acetazolamide blunts peripheral chemoreceptor sensitivity possibly due to inhibition of the linkage of changes in PCO2 to oscillation of intracellular pH or to other actions independent of carbonic anhydrase inhibition. This reduction in the fast-response peripheral chemoreceptor activity combined with increased activity of slow responding central chemoreceptor drive related to systemic metabolic acidosis may explain the reduction in periodic

![Figure 24-9](image1.png) Average arterial oxygen saturation (SaO2) in a sleeping subject at altitude (5360 meters) without (blue area) and with (yellow area) acetazolamide. Treatment raised and stabilized arterial oxygen saturation. (From Sutton JR, Houston CS, Mansell AL, et al. Effect of acetazolamide on hypoxemia during sleep at high altitude. N Engl J Med 1979;301:1329-1331.)

![Figure 24-10](image2.png) Schematic representation of potential mechanisms by which carbonic anhydrase inhibitors (e.g., acetazolamide) decrease periodic breathing during sleep at high altitude. These agents promote a bicarbonate diuresis, which lessens alkalosis and reduces apnea but augments hyperventilation and hypocapnia. This suggests that alkalosis may be more important than hypocapnia in the genesis of periodic breathing.
breathing. In sleeping dogs with mechanically induced ventilatory overshoot, acidosis lowers the apneic \( P_{CO_2} \) threshold relative to basal levels and thus increases the drop in \( P_{CO_2} \) required to induce apnea (the \( CO_2 \) reserve), an action that may contribute to the reduction of periodic breathing with acetazolamide.

Administration of acetazolamide raises ventilation with improved oxygenation and greater hypocapnia during wakefulness and sleep at altitude, suggesting an effect on ventilatory control. Although hypoxic and hypercapnic ventilatory responses are shifted upward (higher ventilation at all points), the steepness of the relationship is unchanged, indicating no potentiation of ventilatory sensitivity. Overall, the findings suggest that these agents act primarily on the kidney to produce a metabolic acidosis, which drives ventilation without any clear effect on peripheral or central chemoreceptor sensitivity.

**Benzodiazepines**

Benzodiazepine medications can substantially reduce hypoxic ventilatory responses and were once thought to be hazardous in patients with respiratory disorders of sleep. However, recent evidence suggests that in low doses they are relatively safe in such situations and seem to produce no increase in sleep-disordered breathing in older or in nonselected patients with apnea. In sleeping patients with chronic obstructive pulmonary disease, there is no clear increase in apnea or hypopnea or worsening of hypoxemia, and little or no adverse effect is seen in patients with obstructive apnea. In patients with heart failure, temazepam decreased arousals and improved daytime alertness with no change in the extent of periodic breathing or oxygenation in sleep.

Three studies suggest the safety and potential utility of these agents in the sleep disturbance of high altitude. Shortened latency, decreased arousals, increased sleep efficiency, increased REM sleep, and subjectively better sleep were evident with low-dose temazepam in subjects sleeping above 4000 meters. Benzodiazepines may also slightly reduce periodicity, augment slow-wave sleep, and reduce wakefulness during acclimatization but not in early nights after ascent. In a single-blinded, randomized protocol in subjects at 5300 meters, temazepam (10 mg) consistently improved subjective sleep quality, with quicker onset, fewer awakenings, and less awareness of periodic breathing than placebo. Subjects felt more rested the following day. Compared to placebo, mean \( SaO_2 \) in sleep was unchanged and oscillations in \( SaO_2 \) were reduced.

**Other Agents**

Zolpidem and zalepon have been found to be well tolerated at altitude. A study of these agents at a simulated altitude of 4000 meters, and another in trekkers at 3613 meters showed that compared to placebo, both agents increased sleep efficiency and decreased wakefulness and that zolpidem increased slow wave sleep. Neither drug had an effect on nocturnal respiratory pattern or oxygen saturation and neither decreased daytime cognitive or physical performance.

Almitrine, which stimulates the carotid body and augments hypoxic ventilatory responses, augments arterial oxygenation during sleep but increases respiratory periodicty. These effects would be expected to decrease the continuity and subjective quality of sleep, but this has not been directly studied.

Theophylline, which had been shown to reduce symptoms of acute mountain sickness, improves sleep acutely after ascent to moderate altitude (3454 meters) with marked reductions in sleep disordered breathing, desaturation index and arousals to an extent comparable to findings with acetazolamide. It has been suggested that this agent might be useful in subjects in whom acetazolamide is contraindicated due to sulfonamide hypersensitivity. However, 70% of subjects experienced palpitations with theophylline raising the possibility of arrhythmic risk.

Whether other agents that are used to treat HAPE (such as calcium channel blockers and glucocorticoids) affect breathing, oxygenation, and symptoms related to sleep remains unknown.

### SLEEP AT HIGH ALTITUDE AFTER LONG-TERM ADAPTATION

Little is known about sleep and breathing in normal long-term residents of high altitude, although some data can be found in the literature. In Leadville, Colorado, with an altitude of 3100 meters, normal subjects have sleep duration and distribution of stages comparable to those in subjects at lower altitude, and similar findings were reported in healthy natives in the Andes at 4330 meters, but in neither study were direct comparisons were made. Although little or no prolonged sleep apnea was noted in such subjects, the majority did have various kinds of respiratory dysrhythmia, typically an undulant oscillation in depth of breathing without true apnea but with swings in \( SaO_2 \). Because these subjects were middle-aged men, in whom respiratory dysrhythmias are known to be common during sleep at low altitude, it is unclear to what extent the breathing in sleep at chronic
high altitude truly differs from that at sea level. It is possible that arterial desaturation induced by high altitude shifts \( \text{Sao}_2 \) during sleep to the steeper portion of the dissociation curve and thereby amplifies the influence of ventilatory dysrhythmia on \( \text{Sao}_2 \).

Ventilatory and \( \text{Sao}_2 \) oscillations similar to those observed by Kryger and colleagues\(^6\) have also been described at high altitude by Lahiri and colleagues\(^6\) in Sherpas native to high altitude but not in Sherpas native to low altitude. The potential contribution of ethnic and/or genetic differences is suggested by a study comparing Tibetan and Chinese Han residents of 4000 meters. Sleep was studied in a hypobaric chamber at simulated altitudes of 2261 and 5000 meters. At the higher altitude, Tibetans had more periodic breathing, higher \( \text{Sao}_2 \), and better sleep structure than did the Han subjects.\(^{100}\)

Although decreased hypoxic ventilatory response during wakefulness has been observed in natives of Leadville\(^101\) and in Sherpas native to high altitude,\(^{102}\) it is unclear whether this contributes to respiratory dysrhythmia and hypoxemia in highlanders during sleep at altitude. However, improvement in hypoxemia during wakefulness and sleep in long-term residents at high altitude with use of the ventilatory stimulant medroxyprogesterone acetate suggests that decreased ventilatory drive may have a permissive role.\(^{103,104}\) Similar findings are reported for acetazolamide which over a three week’s treatment in residents in chronic mountain sickness or Monge’s disease, a syndrome markedly reduced the apnea-hypopnea index during sleep.\(^{104}\) It is unclear whether this contributes to respiratory dysrhythmia and hypoxemia in highlanders during sleep at altitude. However, improvement in hypoxemia during wakefulness and sleep in long-term residents at high altitude with use of the ventilatory stimulant medroxyprogesterone acetate suggests that decreased ventilatory drive may have a permissive role.\(^{103,104}\) Similar findings are reported for acetazolamide which over a three week’s treatment in residents in chronic mountain sickness or Monge’s disease, a syndrome markedly reduced the apnea-hypopnea index during sleep.\(^{104}\)

Natives and long-term residents of high altitude exhibit chronic mountain sickness or Monge’s disease, a syndrome of excessive polycythemia with headache, dizziness, breathlessness, and sleep disturbance. The pathophysiology of the syndrome is debated, but likely is induced by increased hypoxemia reflecting the combined effects of altitude, decreased ventilatory drive and lung dysfunction. Compared to normal subjects, individuals with chronic mountain sickness exhibit exaggerated hypoxemia during sleep without an increase in RDI.\(^{104,106}\) These subjects also exhibit greater daytime hypoxemia and thus the role of sleep-associated desaturation remains uncertain.

**CONCLUSIONS**

The sensation of disrupted sleep after ascent to high altitude is associated with frequent awakenings, which in part probably reflect sleep fragmentation by respiratory dysrhythmia typically consisting of monotonously repetitive periodic breathing. This periodicity is produced by ventilatory inhibition by hypocapnic alkalosis alternating with stimulation by hypoxia, which terminates apnea and initiates hyperpnea with consequent hypcapnia, leading to perpetuation of periodicity. Sleep disruption and periodic breathing decrease with time at moderate altitude and are also considerably reduced by pretreatment with acetazolamide, which reduces alkalosis. In long-term residents of high altitude, less-distinctive, undulating respiratory dysrhythmias are described, with unstable and decreased arterial oxygenation.

The most common treatment is prophylactic administration of acetazolamide, an inhibitor of carbonic anhydrase, which likely works by reducing alkalotic ventilatory inhibition. Recent studies suggest that benzodiazepines and other hypnotic agents may improve sleep quality without apparent adverse effects.\(^{107}\)

### Clinical Pearl

Sleep at altitude is disturbed by the opposing influences of hypoxic stimulation and alkalotic inhibition which lead to periodic breathing and frequent associated arousals. Effective treatments include correction of alkalosis with acetazolamide or blunting of hypoxic stimulation with some benzodiazepines.
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INTRODUCTION

Most individuals have experienced the intense desire to sleep that may occur at the onset of more severe infections. Further, many have received the advice from loving parents and grandparents to get plenty of rest to prevent, or help recover from, infectious diseases. These experiences suggest a connection between sleep and host defense systems. Indeed, Hippocrates, Aristotle, and many of our predecessors acknowledged such a relationship. But only within the past 15 years have modern science and medicine systematically investigated whether sleep has anything to do with host defense systems. This chapter is organized around four main sections related to this issue. They are: 1) the acute phase response and host defense; 2) sleep changes after infectious challenge; 3) sleep loss effects on immune function; 4) sleep and immunity share common regulatory molecules; and finally, in the Clinical Pearl section: sleep and recuperation. The available evidence, thus far, is consistent with a role for sleep in maintaining resistance to infections.

THE ACUTE PHASE RESPONSE AND HOST DEFENSE

A major theme of this chapter is that excess sleep as a host defense is part of the acute phase response (APR) to inflammatory challenge and shares numerous immunoregulatory molecules with other APRs. Related concepts and terminology are found in the following section.

Enhanced sleep in response to infections occurs in the context of dozens of other responses, collectively termed the APR. Recent advances in innate immunity research provide a framework for understanding many of the shared mechanisms underlying the APR in general and sleep regulation specifically. The APR is a critical innate immune response that follows any inflammatory challenge, such as an infection or traumatic injury. Local inflammatory challenges, for example, minor cuts or bruises, may activate a low-level APR that is not perceived by the victim. But when the challenge is severe enough, it activates a full-blown systemic APR within 24 hours and the patient feels sick. In the case of infections, the function of the APR is to wall off and destroy invading microorganisms, to remove tissue debris, and to alert the host to the invasion so that systemic protective responses are mobilized. The systemic inflammatory response activates the brain, liver, and bone marrow to react in a stereotypic manner. The APR has both behavioral (fever, excess sleep, anorexia, etc.) and biochemical markers (C-reactive protein, serum amyloid A, mannose binding protein, etc.). Increased secretion of a broad array of endocrine hormones, including the stress hormones, also occurs. This complex of responses leads to host protective behaviors (such as social withdrawal that avoids predation), physiological responses (such as fever, which can thermally inhibit growth of some microorganisms), and immune responses (such as mobilization of leukocytes and natural killer (NK) cells). Hormonal changes (such as prolactin regulation of antimicrobial nitric oxide levels) and biochemical changes (such as potentiation of microbial phagocytosis) also contribute to host defense. The APR is the first line of defense against infections and the trigger for acquired immunity mediated by specific antibodies and cytotoxic T lymphocytes needed to clear the infection.

A major class of protein mediators, the cytokines, initiates the APR. Cytokines are generally associated with immune cells, but they are made by all cells. Over 100 of these intercellular signaling molecules have been identified, and the complexity of their interactions rivals that of the nervous system. Cytokines induce themselves and other cytokines, and they form biochemical cascades...
characterized by much redundancy. Cytokines are classified into two major groups, type I cytokines that promote inflammation (proinflammatory) and type II cytokines that suppress it (antiinflammatory).8 Three proinflammatory cytokines, specifically interleukin (IL)-1β, tumor necrosis factor-α (TNF-α), and IL-6, appear to be primary triggers of the APR, including the situation when excess NREM sleep occurs.7,9 The class II cytokines such as interferon (IFN)-α, IFN-β, IL-4, and IL-10 downregulate the APR and may also modulate the sleep response; for example, IL-4 and IL-10 inhibit spontaneous NREM sleep (Fig. 25-1). Cytokines can act in an autocrine, juxtacrine, paracrine, or endocrine manner to activate numerous APRs via such effectors as nitric oxide, adenosine, and prostaglandins.7,9,10

A major breakthrough in our understanding of the APR is the recognition that all known microorganisms have one or more biologically stable and chemically unique structural components, or they produce one during replication.11 These components are termed pathogen-associated molecular patterns, or PAMPs. These PAMPs are recognized by a specialized group of membrane-bound or intracellular receptors (pathogen recognition receptors, or PRRs) that include the Toll-like receptors (TLRs) and the nucleotide-binding domain and leucine-rich repeat domain receptors (NLRs) (more commonly designated as nucleotide-binding oligomerization domain, or Nod, proteins).12 The PRR binding of microbial PAMPs induces cytokines, and these cytokines in turn upregulate PRRs and cytokines in neighboring tissues, resulting in amplification of the response. Thus in infectious illness, microorganisms induce cytokines, then cytokines activate the APR and thereby facilitate host defense via dozens of protective mediators and activated immune cells.17 Enhanced non-rapid eye movement (NREM) sleep appears to be one outcome of this cytokine cascade in infectious illness.

## SLEEP CHANGES AFTER INFECTIOUS CHALLENGE

### Viral Challenge

Viral diseases that cause central nervous system lesions and/or systemic inflammation can affect sleep.13 In von Economo’s seminal paper,14 he related the location of brain lesions in encephalitis lethargica to changes in sleep patterns.* This work led to the concept that sleep was an active process, not simply the withdrawal of sensory stimuli, and to the idea that there was some degree of localization of neural networks regulating sleep. Despite the importance of this work, many years passed before the direct effects of viral infections on sleep were experimentally determined. During the early stages of human immunodeficiency virus (HIV) infections, before AIDS onset, patients have excess stage 4 NREM sleep during the latter half of the night.16 Another central nervous system viral disease, rabies, is also associated with disrupted sleep.15 In such diseases, it is difficult to distinguish whether the effects of the viral infection on sleep are direct or whether they result from virus-induced brain lesions.11 Influenza virus localizes to the respiratory tract during the early stage of disease and has been used in several sleep investigations. Smith and colleagues15 at the British Common Cold Unit reported that low doses of influenza in humans induce excess behavioral sleep and cognitive dysfunction; these symptoms appear after low viral doses that fail to induce the better known characteristics of the APR, such as a fever. However, polysomnography was not used in this study. More recently, animal studies of influenza viral infections clearly show that sleep is profoundly affected by
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*Although von Economo’s encephalitis (or encephalitis lethargica) is commonly thought to have been caused by the 1918 influenza virus, recent analyses reveal that the disease preceded the 1918 pandemic and is probably an autoimmune complication of streptococcal infections affecting the basal ganglia.15
Viral inoculation

Figure 25-2 Influenza virus challenge induces prolonged increases in NREM sleep (top panel) and decreases in REM sleep (bottom panel) in mice. Data are from reference 19. Filled triangles represent data collected after viral inoculation. Open triangles represent the averaged baseline data collected over a 3-day period just prior to viral inoculation. Horizontal dark bars show lights-off periods for each experimental day.

infectious challenge. The sleep changes in influenza-infected mice, illustrated in Figure 25-2, are similar to those seen in bacterial infections (described hereafter). In a rabbit model, intravenous injections of influenza virus are also associated with large increases in NREM sleep, although the virus fails to replicate in this species.

The influenza-infected mouse is more applicable to humans because mouse-adapted strains of this virus can be inoculated via the respiratory tract and can fully replicate in the lungs, causing a severe APR. Mice challenged intranasally with influenza virus display profound increases in NREM sleep lasting 3 or more days, while rapid eye movement (REM) sleep is inhibited (see Fig. 25-2). The macrophage appears to the critical immune cell type driving increased NREM sleep, whereas NK cells, neutrophils, and T lymphocytes do not play a significant role. Different strains of mice respond differentially to viral challenge indicating a strong genetic component affecting the sleep response to influenza virus. Genetic regulation of the inflammatory response to influenza in mice and humans has been reviewed.

One generic viral PAMP that induces excess sleep and other APRs is virus-associated double-stranded (ds) RNA. All viruses examined to date produce virus-associated dsRNA, which is generally derived from the annealing of virus replication products rather than from the virus itself. Virus-associated dsRNA is recognized by the PRR TLR3, as well as intracellular helicases, and dsRNA induces numerous cytokines such as IL-1, IL-6, TNFα, and IFN. Virus-associated dsRNA can be extracted from lungs of infected mice and is capable of inducing an APR in rabbits similar to that of live virus. Similarly, rabbits given short double-stranded (but not single-stranded) oligomers that correspond to a portion of influenza gene segment 3 also exhibit large increases in NREM sleep. Synthetic dsRNA (polyrribinosinic:polyribocytidilic acid, or poly I:C) induces an APR virtually identical to that of influenza virus when inoculated into the lungs of mice primed with IFN-α. Poly I:C administered to rabbits also induces an influenza-like APR, but the corresponding single strands of poly I and poly C are inert. In rabbits, poly I:C can substitute for virus in the induction of hyporesponsive state to viral challenge. These observations suggest that virus-associated dsRNA is sufficient to initiate the APRs seen in influenza-infected mice. Mice deficient in TLR3 demonstrate attenuation of influenza APRs.

Rabbits challenged with viable virus or poly I:C have increased plasma antiviral activity that occurs concomitantly with the changes in sleep. The antiviral activity is attributed to IFN-α and other cytokines. Injection of IFN-α into rabbits also induces sleep responses similar to those induced by virus, poly I:C, or the double-stranded viral oligomers. High doses of IFN-α also stimulate NREM sleep in other species, but lower doses that simulate levels of IFN-α seen during an infection inhibit both NREM and REM sleep in humans.

Interferons have long been thought to play a major role in viral (and poly I:C) symptoms. A tool now widely used by researchers to better understand the role of a specific cytokine or hormone in host defense is the so-called knockout (KO) mouse. These mice have a single gene deletion, and comparing their responses with wild-type mice provides valuable insights into contributions of a single gene product, such as type I IFN, to the APR. Mice genetically deficient for the receptor that binds both IFN-α and IFN-β (the type I receptor) still respond to poly I:C challenge with excess sleep and a hypothermic response similar to that seen in infected wild-type mice. However, the APR occurs earlier in influenza-infected IFN-receptor KO mice, suggesting that type I IFNs may modulate the APR by regulating proinflammatory cytokine production. Influenza-infected IFN-receptor KO mice are less ill in the later phase of the infection and appear to recover sooner. Our current hypothesis is that cytokines (other than IFNs) that are known to be somnogenic are likely to mediate the excess sleep response to influenza virus. For example, influenza virus challenge of mice deficient in both the 55-kD and 75-kD TNF receptors reduces EEG delta power, a measure of sleep intensity, whereas in wild-type controls delta power increases. Duration of NREM sleep and REM sleep changed to the same extent in both strains after viral challenge. Another mediator that plays a role in both sleep and host defense is nitric oxide synthesized by multiple nitric oxide synthetases (NOSs). Mice deficient in either neuronal NOS or inducible NOS have attenuated NREM sleep.
responses to influenza challenge compared to infected wild-type controls.19

Mice and rats with natural mutations of the growth hormone releasing hormone (GHRH) receptor express a dwarf phenotype and altered spontaneous NREM sleep.11 The GHRH receptor is a candidate gene for regulation of NREM sleep increases in response to influenza virus,13 and its expression is upregulated in the hypothalamus by IL-1β. If dwarf mice with nonfunctional GHRH receptors (called lit/lit mice) are infected with influenza virus, then they fail to show the increase in NREM sleep or EEG delta power seen in heterozygous controls.12 Instead, infected lit/lit mice manifest a pathological state with EEG slow waves, enhanced muscle tone and increased mortality.32 Such results indicate that single genes can substantially modify sleep responses to infectious challenge and suggest that the sleep responses forming part of the APR at least correlate with survival.

Influenza virus has been a popular model for acute phase studies because it has been assumed that the virus does not invade the brain or lead to the complications associated with neuroviral viruses. Recent studies in our laboratory, however, demonstrate that the strain of influenza most commonly employed in acute phase studies rapidly invades the olfactory bulb of the mouse brain following intranasal inoculation.13 The virus activates microglia in the outer layer of the bulb and induces significant IL-1β and TNF-α upregulation at the same time (15 hours post-infection) that the APR (hypothermia, in this case) begins.13 These studies suggest that cytokines made in the olfactory bulb could impact the APR to influenza virus.

**Bacterial Challenge**

Sleep responses are also observed after bacterial challenge. Indeed, results obtained after challenging rabbits with the gram-positive bacteria *Staphylococcus aureus* were the first to suggest that NREM sleep responses formed part of the APR.14 In those experiments rabbits were given *S. aureus* intravenously to induce septicemia; within a few hours of the inoculation large excesses in NREM sleep were observed. Associated with the increase in NREM sleep were increases in amplitude of EEG slow waves. EEG slow wave (1/2 to 4 Hz) amplitudes are thought to be indicative of the intensity of NREM sleep. This initial phase of increased duration and intensity of NREM sleep lasted about 20 hours; it was followed by a more prolonged phase of decreased duration of NREM sleep and decreased EEG slow wave amplitudes.14 During both phases of the NREM sleep changes, REM sleep was inhibited and animals were febrile. Other changes characteristic of the APR, for example, fibrinogenemia and neutrophilia, occurred concurrently with the changes in sleep.14 In subsequent studies in which gram-negative bacteria and other routes of administration were used, a similar general pattern of biphasic NREM sleep responses and REM sleep inhibition was observed.15 However, the timing of sleep responses depends upon both the bacterial species and the route of administration. For example, after intravenous administration of *Escherichia coli*, NREM sleep responses are rapid in onset, but the excess NREM sleep phase lasts only 4 to 6 hours. The subsequent phase of reduced NREM sleep and reduced amplitude of EEG slow waves is sustained for relatively long periods. In contrast, if the gram-negative bacterium *Pasteurella multocida* is given intranasally, a different time course of sleep responses is observed. In this case, the increased NREM sleep responses occur after a longer latency and the magnitude of the increases in NREM sleep is less than the effects of this pathogen given by other routes of administration. *P. multocida* is a natural respiratory pathogen in rabbits.

The intestinal lumen of mammals contains large amounts of bacteria, some of which leak into the intestinal lymphatics under normal conditions. Changes in intestinal permeability by inflammatory challenges increase the release of bacterial products into the lymphatics. Local lymph node macrophages phagocytose and digest these bacterial products,13 releasing somnogenic PAMPs as described later. This mechanism is viewed as operating at a low basal rate under normal conditions and is amplified greatly during systemic inflammation. It is also likely to be involved in sleep responses induced by sleep deprivation and excess food intake (discussed hereafter). Reduction of bacterial populations in the intestine is associated with a reduction of sleep.16

A specific muramyl peptide derived from bacterial cell wall peptidoglycans was isolated from the brain and urine of sleep-deprived subjects.17 This muramyl peptide was the first bacterial PAMP to be associated with sleep regulation.17 Peptidoglycan components are recognized by certain NLRs and appear to play a major role in the pathogenesis of inflammatory mucosal diseases.18 The sleep promoting activity of muramyl peptides is dependent upon their chemical structure.19 Many muramyl peptides are also immune adjuvants and pyrogenic, although the structural requirements for these biological activities are distinct from those required for sleep-promoting activity.17,18

Another bacterial cell wall product that is involved in sleep responses that are induced by gram-negative bacteria is the lipopolysaccharide component of cell wall endotoxin. Lipopolysaccharide is the dominant PAMP associated with endotoxin, it binds to TLR4,7 and has been intensively studied with respect to sleep effects in both animal models10 and humans.19 Lipopolysaccharide and its toxic moiety, lipid A, are somnogenic in animals and man.7,18 Modification of the lipid A structure alters somnogenic activity (e.g., conversion of diphosphoryl lipid A to monophosphoryl lipid A) and reduces its somnogenicity. Humans inoculated with lipopolysaccharide and followed for 12 hours manifest sleep changes, fever, cytokine expression, and hormonal changes somewhat similar to those seen in animals, though EEG changes are distinct from those seen in rabbits or rats and NREM sleep increases require a higher dose of lipopolysaccharide than does REM sleep reduction.

Other microbes, for example, fungal organisms such as *Candida albicans* or protozoans such as *Trypanosoma brucei brucei* express their own PAMPs, bind to specific TLRs, and also have the capacity to induce sleep responses.10 Some of these microbe-induced sleep responses are quite interesting. Trypanosomiasis in rabbits is associated with recurrent bouts of enhanced NREM sleep occurring about every 7 days. Trypanosomes undergo antigenic variations in the host; the proliferating new antigenic variants stimulate the host immune response, and such periods are
accompanied by excess NREM sleep. Like bacteria and viruses, fungi and protozoans have the capacity to enhance cytokine production by the host.

In summary, infectious challenge is associated with profound changes in sleep. As mentioned in the overview of the APR, PRRs such as the TLR and NLR receptor families detect the various somnogenic PAMPs described previously and provide an overarching theory that explains why diverse microbial factors activate stereotypic host defense responses such as fever, anorexia, and excess sleep. These microbe-induced sleep responses are now considered part of the APR, and, like the other components of this response, sleep may be adaptive.

**SLEEP LOSS EFFECTS ON IMMUNE FUNCTION**

Answering the question of whether sleep loss affects immune function is difficult. For example, what measurement should one use to assess immune function? The important question is whether sleep loss renders the animal more vulnerable to infectious challenge, tumor formation, or systemic inflammatory diseases. (We already know that sleep loss renders one more vulnerable to accidental injury.) Unfortunately, only a very few studies have directly measured host outcomes; instead the approach most often used is to pick one or more parameters associated with the immune system, for example, NK cell activity or plasma cytokine levels, and determine whether they change after sleep deprivation. Often such results leave the reader uninform ed as to whether the outcome is adverse or beneficial for the host. In addition, it is very difficult in sleep deprivation studies to isolate sleep loss, per se, as the independent variable. Sleep deprivation can be associated with stress, increased locomotor activity, changes in eating patterns, hormonal changes, and changes in body temperature. Each of these variables is known to affect immune function. Despite these limitations, a picture is emerging that suggests that sleep loss does indeed influence the immune system. Paradoxically, short-term sleep deprivation may enhance host defenses, whereas long-term sleep loss is detrimental in animals and humans.

Animal studies in which short-term sleep deprivation is used are consistent with most human studies. Toth and colleagues challenged rabbits with *E. coli* before or after 4 hours of sleep deprivation. They concluded that sleep deprivation failed to exacerbate the *E. coli*-induced clinical illness. In rats partially deprived of sleep for several days and challenged with a subdermal allogeneic carcinoma, host defenses were improved by sleep deprivation because rats deprived of sleep had smaller tumors than those in control animals. In contrast, in mice deprived of sleep for 7 hours that were immunized against influenza virus and then rechallenged with influenza virus just prior to sleep deprivation, the sleep-deprived, immunized mice (but not the immunized control mice) failed to clear the virus from their lungs. These results strongly suggest that sleep loss is detrimental to host defenses. However, in a similar study, sleep loss failed to alter preexisting mucosal and humoral immunity in either young or senescent mice. The variation in the effects of sleep deprivation on mouse influenza outcomes is likely due to the variation in the sleep deprivation protocols, endpoints analyzed, and influenza models employed.

The effects of long-term sleep deprivation on host defenses of experimental animals are more striking. If rats obtain only about 20% of their normal sleep, after a period of 2 to 3 weeks they die. Yoked control rats, which manage to keep about 80% of their normal sleep during the deprivation period, survive. The experimental rats, but not the yoked controls, develop septicemia. Bacteria cultured from the blood were primarily facultative anaerobes indigenous to the host and environment. These results clearly suggest that innate host defenses are compromised by long-term sleep loss. In another model of sleep deprivation in which rats are placed on a small pedestal in a pool of water, similar results were obtained. After 72 hours of REM sleep loss, they could culture bacteria from mesenteric lymph nodes. These results suggest that sleep loss likely amplifies the normally-occurring process of gut permeability to bacteria and bacterial products. As discussed later, food intake affects gut permeability to bacteria and bacterial products and also affects sleep.

An independent literature clearly indicates that sleep loss is associated with changes in parameters normally associated with the immune response. Cytokines, such as IFN, IL-1β, and TNF-α, are well known for their roles as immune response modifiers as discussed previously. These substances are affected by sleep deprivation. More than 30 years ago, Palmblad and colleagues showed that after sleep deprivation, the ability of human lymphocytes to produce antiviral activity is enhanced. More recently, many laboratories have obtained similar results. For example, sleep deprivation enhances TNF-α production in streptococcal-stimulated white blood cells. Other stressors, unlike sleep deprivation, fail to prime for systemic production of TNF-α, whereas sleep loss increases the ability of lipopolysaccharide-stimulated monocytes to produce TNF-α. The ability of cultures of whole blood to produce IL-1β and IFN γ in response to lipopolysaccharide is maximal at the time of sleep onset. In humans or animals, sleep deprivation leads to enhanced nocturnal plasma levels of IL-1-like activity.

There are several reports that show in normal people that plasma levels of cytokines are related to the sleep-wake cycle. Such relationships were first described in humans showing that plasma IL-1 activity was related to the onset of slow wave sleep. Plasma levels of TNF vary in phase with EEG slow-wave amplitudes. There is also a temporal relationship between sleep and IL-1β activity. Several clinical conditions associated with sleepiness, such as sleep apnea, chronic fatigue syndrome, chronic insomnia, preeclampsia, postdialysis fatigue, psychoses, rheumatoid arthritis, and AIDS are associated with enhanced plasma levels of TNF and other cytokines. Only those sleep apnea patients showing elevated TNF activity experience fatigue.

The effects of sleep deprivation on host defenses of experimental animals are more striking. If rats obtain only about 20% of their normal sleep, after a period of 2 to 3 weeks they die. Yoked control rats, which manage to keep about 80% of their normal sleep during the deprivation period, survive. The experimental rats, but not the yoked controls, develop septicemia. Bacteria cultured from the blood were primarily facultative anaerobes indigenous to the host and environment. These results clearly suggest that innate host defenses are compromised by long-term sleep loss. In another model of sleep deprivation in which rats are placed on a small pedestal in a pool of water, similar results were obtained. After 72 hours of REM sleep loss, they could culture bacteria from mesenteric lymph nodes. These results suggest that sleep loss likely amplifies the normally-occurring process of gut permeability to bacteria and bacterial products. As discussed later, food intake affects gut permeability to bacteria and bacterial products and also affects sleep.

An independent literature clearly indicates that sleep loss is associated with changes in parameters normally associated with the immune response. Cytokines, such as IFN, IL-1β, and TNF-α, are well known for their roles as immune response modifiers as discussed previously. These substances are affected by sleep deprivation. More than 30 years ago, Palmblad and colleagues showed that after sleep deprivation, the ability of human lymphocytes to produce antiviral activity is enhanced. More recently, many laboratories have obtained similar results. For example, sleep deprivation enhances TNF-α production in streptococcal-stimulated white blood cells. Other stressors, unlike sleep deprivation, fail to prime for systemic production of TNF-α, whereas sleep loss increases the ability of lipopolysaccharide-stimulated monocytes to produce TNF-α. The ability of cultures of whole blood to produce IL-1β and IFN γ in response to lipopolysaccharide is maximal at the time of sleep onset. In humans or animals, sleep deprivation leads to enhanced nocturnal plasma levels of IL-1-like activity.

There are several reports that show in normal people that plasma levels of cytokines are related to the sleep-wake cycle. Such relationships were first described in humans showing that plasma IL-1 activity was related to the onset of slow wave sleep. Plasma levels of TNF vary in phase with EEG slow-wave amplitudes. There is also a temporal relationship between sleep and IL-1β activity. Several clinical conditions associated with sleepiness, such as sleep apnea, chronic fatigue syndrome, chronic insomnia, preeclampsia, postdialysis fatigue, psychoses, rheumatoid arthritis, and AIDS are associated with enhanced plasma levels of TNF and other cytokines. Only those sleep apnea patients showing elevated TNF activity experience fatigue.

Other facets of the immune response are also linked to sleep. Over 25 years ago, altered antigen uptake after sleep deprivation was reported. Studies carried out in the 1970s also showed a decrease in lymphocyte DNA synthesis after 48 hours of sleep deprivation and a decrease in phagocytosis after 72 hours of sleep deprivation. Sleep deprivation also induces changes in mitogen responses. Circulating
immune complexes fall during sleep and rise again just before getting out of bed and in mice sleep deprivation reduces IgG catabolism, resulting in elevated IgG levels. In contrast, one study failed to show an effect of sleep deprivation on spleen cell counts, lymphocyte proliferation or plaque-forming cell responses to antigens in rats. In an extensive elegant study of humans deprived of sleep for 64 hours, there was also a failure to show an effect of sleep deprivation on proliferative responses to mitogens. However, they did show a depression of CD4, CD16, CD56 and CD57 lymphocytes after one night of sleep loss, although the number of CD56 and CD57 lymphocytes increased after two nights of sleep loss. Another group also showed that a night of sustained wakefulness reduced counts of all lymphocyte subsets measured. Finally, 8 hours of sleep deprivation suppressed the secondary antibody response to sheep red blood cells in rats.

Changes in NK cell activity in conjunction with sleep and sleep loss have been measured by several laboratories. In several studies, NK cell activity decreased after sleep deprivation. In contrast, increased NK cell activity after sleep deprivation is reported in other studies. In normal men and women, NK cell activity may decrease with sleep. However, insomnia is associated with a reduction of NK cell activity. It is likely that circulating NK cell activity, as well as NK cell activity in a variety of tissue compartments, is sensitive to sleep though the exact tissue distribution of NK cell activity is likely dependent upon the specific experimental conditions.

Three clinical studies have examined the effects of sleep deprivation on functional immunity by following antibody responses in human subjects to viral vaccines. Acute sleep deprivation for one whole night following immunization with hepatitis A vaccine at 9:00 AM (0900h) results in an antibody response at 4 weeks that is about half that seen in subjects that slept regularly from 11:00 PM (2300h) to 7:00 AM (0700h) on the night following vaccination. Sleeping subjects show increases in growth hormone, prolactin, and dopamine, but decreases in thyrotropin, norepinephrine, and epinephrine in comparison to sleep-deprived subjects. Another vaccination study was conducted in subjects restricted to 4 hours of sleep for 4 nights and then immunized with influenza vaccine. Sleep deprivation continued for 2 more nights after the vaccination. Then subjects were allowed to sleep for 12 hours over 7 days to recover. Antibody determinations at 10 days following vaccination reveal that sleep-deprived subjects express influenza antibodies at less than half the level seen in controls. However, by 3 weeks following immunization, antibody titers are similar in both groups. Analysis of the antibody response to influenza vaccine in moderate to severe obstructive sleep apnea reveals no differences in immune responsiveness. No analyses of resistance to infection, cellular immunity, cytokine expression or other immune parameters were conducted in these studies.

Susceptibility to infection has been used as an end point in two human studies. Shift workers are considered chronically sleep deprived, and a large study of shift workers revealed an increased incidence of infections in those who experienced the most shift changes; however, sleep time was not quantified in these individuals, and many other variables (including circadian rhythm disruption and stress) confound the interpretation of these results. Recently a study was conducted in subjects in whom self reports of sleep duration and sleep efficiency were acquired daily for two weeks prior to controlled challenge with a “cold” virus. Individuals with less than 7 hours of sleep per night or those with sleep efficiency below 92% were more likely to develop colds. This study was carefully conducted in a substantial number of subjects, but with this method of sleep quantification neither the duration of spontaneous sleep deprivation prior to the study, nor its cause (e.g., stress), is known.

In summary, analysis of sleep deprivation effects on immune function is confounded by stress and other coincident physiological responses in animals. Concurrent physiological changes (other than stress) also complicate sleep deprivation studies in humans. Sleep deprivation protocols are not standardized in animal or human studies, making comparison of results difficult. Despite the problems with available data, collectively the extensive literature on sleep deprivation and immune changes suggests that short-term deprivation potentiates immune function whereas long-term deprivation leads to functional immune suppression.

**SLEEP AND IMMUNITY SHARE COMMON REGULATORY MOLECULES**

Substantial evidence now suggests that IL-1β and TNF-α are involved in physiological sleep regulation and levels change in sleep associated with pathology. Sleep deprivation is associated with enhanced sleepiness, sleep rebound, sensitivity to kindling and pain stimuli, cognitive and memory impairments, performance impairments, depression and fatigue. Administration of exogenous IL-1β or TNF-α induces all of these sleep loss-induced symptoms. Further, chronic sleep loss-associated pathologies such as metabolic syndrome, chronic inflammation, and cardiovascular disease are also associated with changes in IL-1β and TNF-α activity or in some cases blocked if these cytokines are inhibited. Clinically available inhibitors of either IL-1β (e.g., the IL-1-receptor antagonist, anakinra) or TNF-α (e.g. the TNF-α soluble receptor, etanercept) reduce spontaneous sleep in experimental animals and alleviate fatigue and excess sleepiness in humans with pathologies such as sleep apnea and rheumatoid arthritis. The IL-1-receptor antagonist and TNF soluble receptor are normal gene products found in blood and brain and their levels are altered by sleep.

In addition to being immunocyte products whose production is amplified by viral and bacterial products, both IL-1β and TNF-α are also found in normal brain. Both IL-1β mRNA and TNF-α mRNA have diurnal rhythms in the brain with the highest values being associated with periods of maximum sleep. TNF-α protein levels also have a sleep-associated diurnal rhythm in several brain areas and IL-1β cerebrospinal fluid levels vary with the sleep–wake cycle. Cortical expression of TNF-α in layers II through IV is enhanced by afferent activity, and this may be part of the process that is responsible for local use-dependent sleep.
Administration of either IL-1β or TNF-α (and IL-1α and TNF-β, as well) promotes NREM sleep. The excessive NREM sleep occurring after either IL-1β or TNF-α injection appears to be physiologic in the sense that sleep remains episodic, sleep-cycle length remains normal and sleep is readily reversible if animals are disturbed. Further, IL-1β or TNF-α enhance NREM sleep intensity, as measured by the amplitude of EEG delta waves. The effects of IL-1 on sleep depend upon dose and the time of day it is given. IL-1 and TNF inhibit the binding of the BMAL/CLOCK complex in the suprachiasmatic nucleus; this action may be responsible for the differential effects of these cytokines at different times of the day. Finally, knockout strains of mice that lack either the type I IL- receptor or the 55 kD TNF receptor sleep less than strain controls.

Sleep deprivation, excessive food intake and acute mild increases in ambient temperature are effective somnogens. The somnogenic actions of each of these manipulations are associated with enhanced production of either IL-1 or TNF. After sleep deprivation, brain levels of IL-1β mRNA increase. The NREM sleep rebound that would normally occur after sleep deprivation is greatly attenuated if either IL-1 or TNF is blocked using antibodies or soluble receptors. In humans and rabbits, IL-1 plasma levels increase during sleep deprivation. The actions of excessive feeding on NREM sleep and liver and brain production of IL-1 represent physiological change yet they likely involve the actions of bacterial cell wall products. Gut permeability to bacteria and bacterial products is influenced by dietary factors and the gram-negative bacteria cell wall product, endotoxin, is a normal constituent of portal blood. Endotoxin stimulates IL-1 production in liver and elsewhere. Other bacterial cell wall products, for example, muramyl peptides, also have the capacity to stimulate IL-1 and TNF production and cross the intestinal wall into lymph. NREM sleep responses induced by muramyl dipeptide are attenuated if animals are pretreated with either blockers of IL-1 or TNF.

As mentioned previously, prolonged sleep deprivation results in bacteremia. It thus seems likely that the interaction of those bacteria with liver macrophages results in the amplification of the physiological processes that are also associated with excessive food intake.

IL-1 and TNF act within a cascade of events (see Fig. 25-1). For example, both IL-1 and TNF stimulate nuclear factor kappa B (NFκB) production. NFκB is a DNA-binding protein involved in transcription. Other somnogenic cytokines, such as acidic fibroblast growth factor, epidermal growth factor, and nerve growth factor also stimulate NFκB production. NFκB promotes IL-1 and TNF production and thus forms a positive feedback loop (see Fig. 25-1). Activation of NFκB also promotes IL-2, IL-6, IL-8, IL-15 and IL-18 production; all of these cytokines promote sleep in rats. Sleep deprivation is associated with the activation of NFκB in the cerebral cortex, basal forebrain cholinergic neurons, and the lateral hypothalamus.

Growth hormone–releasing hormone (GHRH) is likely involved in IL-1 promotion of NREM sleep. There is an independent literature implicating GHRH in sleep regulation. Administration of GHRH promotes NREM sleep and inhibition of GHRH inhibits spontaneous NREM sleep. Finally, as mentioned previously, the GHRH receptor seems necessary for an effective response to viral challenge.

The mechanisms by which sleep regulatory substances (SRSs) are regulated and induce sleep are beginning to be understood. TNF and IL-1 neuronal expressions are enhanced in response to afferent activity. For instance, excessive stimulation of rat facial whiskers for 2 hours enhances IL-1 and TNF immunoreactivity in cortical layers II through IV of the somatosensory cortical columns receiving the enhanced afferent input.

What is it about neuronal activity or wakefulness that causes the enhanced SRS activity? Neuronal activity manifests as presynaptic and postsynaptic events that act in both the short and long term. Neuronal activity in presynaptic neurons results in the release of transmitters and ATP. In turn, some of that ATP is converted to adenosine and some ATP acts on purine P2X7 receptors on glia to release TNF and IL-1. In immunocytes, ATP performs a similar cytokine releasing action. The extracellular adenosine derived from ATP interacts with neurons via the adenosine A1 receptor (A1AR); this action results in hyperpolarization via K+ channels. The ATP-released TNF activates NFκB in postsynaptic and presynaptic neurons. NFκB enhances the A1AR, thereby rendering the cell more sensitive to adenosine. NFκB also enhances production of production a subunit of the AMPA receptor gluR1 mRNA. AMPA receptors make the postsynaptic neuron more sensitive to glutamate. The time courses of enhanced receptor or ligand mRNA are much slower than the direct actions of adenosine or TNF; the subsequent production of protein offers a way for the brain to keep track of prior neuronal network activity and translate that activity into a greater sleep propensity. The various time courses of action of the neurotransmitters (msec), the conversions of ATP to adenosine and its actions (sec) and the actions of ATP-induced release of cytokines and their subsequent actions on gene transcription and translation (min-hours) provide a mechanism for activity-dependent oscillations of neuronal assembly sleep.

There is a growing literature linking the somnogenic cytokines to more classical sleep mechanisms. IL-1β and TNF-α interact with a variety of neurotransmitter systems. The list includes glutamate, serotonin, acetylcholine, gamma amino butyric acid, histamine, and dopamine. Little is known about the specificity of these interactions for sleep, although there are some promising investigations. For example, the depletion of brain serotonin blocks muramyl dipeptide–induced NREM sleep responses and attenuates IL-1–induced sleep responses. In another report, the same group directly measured medial preoptic serotonin metabolism after IL-1β treatment and concluded that serotonergic activation could play a role in mediating the effects of IL-1 on sleep. Within the hypothalamus, IL-1β activates sleep-active neurons and inhibits wake-active neurons. TNF-α promotes sleep if microinjected into the anterior hypothalamus while injection of a soluble TNF receptor into this area reduces sleep. TNF-α is also somnogenic if injected into the locus coeruleus.

This latter observation likely relates to TNF-α interactions with α2 adrenergic receptive mechanisms and norepinephrine release. Interestingly, TNF-α or IL-1β, if applied...
locally onto the surface of the cerebral cortex unilaterally, enhances EEG delta activity on the side to which it is applied but not the contralateral side.\(^{31,82}\) Conversely, application of the TNF soluble receptor unilaterally onto the cortex of sleep-deprived rats attenuates sleep loss-induced EEG delta activity on the side injected, but not on the opposite side. These latter data suggest that TNF-\(\alpha\) acts locally within the cortex (in addition to its somnogenic actions in the hypothalamus) to enhance EEG synchronization and possibly sleep intensity. In fact, application of TNF-\(\alpha\) directly to the cortex enhances the probability of individual cortical columns entering into a sleeplike state.\(^{70}\)

In summary, sleep control mechanisms and the immune system share regulatory molecules.\(^{83}\) The best characterized are IL-1\(\beta\) and TNF-\(\alpha\). These substances are involved in physiological NREM sleep regulation and are key players in the development of the acute phase response induced by infectious agents. During the initial response to infectious challenge these proinflammatory cytokines are upregulated and thereby amplify physiological sleep mechanisms leading to the acute phase sleep response.

**Clinical Pearl**

Although physicians have always prescribed bed rest to aid in recuperation from infections and other maladies, as yet there is no direct evidence that sleep aids in recuperation. Such studies are difficult to perform as the recovery from an infection, for instance, will be influenced by the baseline severity of the infection (i.e., differences in exposure or innate resistance that determine the replication level and dissemination of the invading microbe) as well as by what the patient does during the infection. Physicians will continue to prescribe bed rest and often this is just what the patient wishes to do. It seems likely that such advice is beneficial, as enhanced sleep is clearly part of the adaptive APR. The only evidence of which we are aware that is relevant to this issue is consistent with the concept that sleep aids in recuperation. After infectious challenge, animals that have robust NREM sleep responses have a higher probability of survival than animals that fail to exhibit NREM sleep responses.\(^{84}\) Although this evidence is strictly correlative in nature, it behooves those of us interested in sleep and sleep disorders to investigate this a little further. Perhaps our grandmothers’ folk wisdom pertaining to the preventative and curative attributes of sleep is correct.
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MODULATION OF ENDOCRINE FUNCTION BY SLEEP–WAKE HOMEOSTASIS AND CIRCADIAN RHYTHMICITY

In healthy adults, reproducible changes of essentially all hormonal and metabolic variables occur during sleep and around wake–sleep and sleep–wake transitions. These daily events reflect the interaction of central circadian rhythmicity and sleep–wake homeostasis. Thus, the dual control of sleep timing and quality by circadian processes (i.e., Process C) and sleep–wake homeostasis (i.e., Process S) is readily reflected in the modulatory effects exerted by sleep on endocrine and metabolic function. Pathways by which central circadian rhythmicity and sleep–wake homeostasis affect peripheral endocrine function and metabolism include the modulation of the activity of the hypothalamic releasing and inhibiting factors and the autonomous nervous system control of endocrine organs.

Findings from genome-wide association studies also support a role of circulating melatonin levels on specific endocrine targets, including the pancreatic beta cells. The relative contributions of circadian timing compared with homeostatic control in the regulation of the temporal organization of hormone release vary from one endocrine axis to another. Similarly, modulatory effects of the transitions between wake and sleep (and vice versa) and between non–rapid eye movement (NREM) and rapid eye movement (REM) stages also vary from one hormone to another.

Circadian oscillations can be generated in many peripheral organs, including tissues that release endocrine signals such as adipocytes and pancreatic beta cells. These “local” oscillators appear to be under the control of the central pacemaker in the suprachiasmatic nuclei either directly via neural and endocrine signals, or indirectly via its control of behavioral rhythms such as the sleep–wake cycle and the rhythm of feeding. The possible involvement of these peripheral oscillators on the temporal organization of endocrine release and metabolic function during waking and sleeping remains to be investigated.

To differentiate between effects of circadian rhythmicity and those subserving sleep–wake homeostasis, researchers have used experimental strategies that take advantage of the fact that the central circadian pacemaker takes several days to adjust to a large sudden shift of sleep–wake and light–dark cycles (such as occur in jet lag and shift work). Such strategies allow for the effects of circadian modulation to be observed in the absence of sleep and for the effects of sleep to be observed at an abnormal circadian time. Figure 26-1 illustrates mean profiles of hormonal concentrations, glucose levels, and insulin-secretion rates (ISR) observed in healthy subjects who were studied before and during an abrupt 12-hour delay of the sleep–wake and dark–light cycles. To eliminate the effects of feeding, fasting, and postural changes, the subjects remained recumbent throughout the study, and the normal meal schedule was replaced by intravenous glucose infusion at a constant rate.

As shown in Figure 26-1, this drastic manipulation of sleep had only modest effects on the wave shape of the cortisol profile, in sharp contrast with the immediate shift of the growth hormone (GH) and prolactin (PRL) rhythms that followed the shift of the sleep–wake cycle. The temporal organization of thyroid-stimulating hormone (TSH) secretion appears to be influenced equally by circadian and sleep–dependent processes. Indeed, the evening elevation of TSH levels occurs well before sleep onset and has been shown to reflect circadian phase. During sleep, an inhibitory process prevents TSH concentrations from rising further. Consequently, in the absence of sleep, the nocturnal TSH elevation is markedly amplified. Both sleep and time of day clearly modulated glucose levels and ISR. Nocturnal elevations of glucose and ISR occurred even when the subjects were sleep deprived, and recovery sleep at an abnormal circadian time was also associated with elevated glucose and ISR. This pattern of changes in glucose levels and ISR reflected changes in glucose use because, when glucose is infused exogenously, endogenous glucose production is largely inhibited.
The Growth Hormone Axis

Pituitary release of GH is stimulated by hypothalamic GH-releasing hormone (GHRH) and inhibited by somatostatin. In addition, the acylated form of ghrelin, a peptide produced predominantly by the stomach, binds to the growth hormone secretagogue (GHS) receptor and is a potent endogenous stimulus of GH secretion. There is a combined and probably synergic role of GHRH stimulation, elevated nocturnal ghrelin levels, and decreased somatostatinergic tone in the control of GH secretion during sleep. Although sleep clearly involves major stimulatory effects on GH secretion, the hormones of the somatotropic axis, including GHRH, ghrelin, and GH, in turn appear to be involved in sleep regulation.

In healthy adult subjects, the 24-hour profile of plasma GH levels consists of stable low levels abruptly interrupted by bursts of secretion. The most reproducible GH pulse occurs shortly after sleep onset. In men, the sleep-onset GH pulse is generally the largest, and often the only, secretory pulse observed over the 24-hour span. In women, daytime GH pulses are more frequent, and the sleep-associated pulse, although still present in the vast majority of individual profiles, does not account for the majority of the
24-hour secretory output. Sleep onset elicits a pulse in GH secretion whether sleep is advanced, delayed, or interrupted and reinitiated. The mean GH profile shown in Figure 26-1 illustrates the maintenance of the relationship between sleep onset and GH release in subjects who underwent a 12-hour delay shift of the sleep–wake cycle. There is a consistent relationship between the appearance of delta waves in the EEG and elevated GH concentrations and maximal GH release occurs within minutes of the onset of slow-wave sleep (SWS). In healthy young men, there is a quantitative correlation between the amount of GH secreted during the sleep-onset pulse and the duration of the slow-wave episode. Pharmacologic stimulation of SWS with oral administration of low doses of gamma-hydroxybutyrate (GHB), a drug used for the treatment of narcolepsy, as well as with ritanserin, a selective 5-hydroxytryptamine (5-HT₂) receptor antagonist, results in increases in GH secretion. Sedative hypnotics that are ligands of the GABAₐ receptor such as benzodiazepines and imidazopyridines, do not increase nocturnal GH release, consistent with their lack of stimulation of slow-wave activity.

The mechanisms that underlie the relationship between early sleep and GH release are unclear. The significance of this relationship is that anabolic processes in the body are synchronized to a state when behavioral rest occurs and when cerebral glucose use is at its lowest point. There is good evidence to indicate that stimulation of nocturnal GH release and stimulation of SWS reflect, to a large extent, synchronous activity of at least two populations of hypothalamic GHRH neurons. Sleep–onset GH secretion appears to be primarily regulated by GHRH stimulation occurring during a period of decreased somatostatin inhibition of somatotropic activity. Indeed, in humans, GH secretion during early sleep may be nearly totally suppressed by administration of a GHRH antagonist. The late evening and nocturnal hours coincide with the trough of a diurnal variation in hypothalamic somatostatin tone that is likely to facilitate nocturnal GH release. It is also possible that ghrelin plays a role in causing increased GH secretion during sleep because the normal 24-hour ghrelin profile shows a marked nocturnal increase peaking in the early part of the night.

The upper panel of Figure 26-1 shows that the secretion of GH is increased during sleep independently of the circadian time when sleep occurs and that sleep deprivation results in greatly diminished release of this hormone. However, a slight increase may be observed during nocturnal sleep deprivation, indicating the existence of a weak circadian component that could reflect, as discussed earlier, lower somatostatin inhibition. Following a night of total sleep deprivation, GH release is increased during the daytime such that the total 24-hour secretion is not significantly affected. Again, the mechanisms underlying this compensatory daytime secretion are unknown, but they could involve decreased somatostatinergic tone or elevated ghrelin levels.

Marked rises in GH secretion before the onset of sleep have been reported by several investigators. Presleep GH pulses may reflect the presence of a sleep debt, as they occur consistently after recurrent experimental sleep restriction. The short-term negative feedback inhibition exerted by GH on its own secretion may also explain observations of an absent GH pulse during the first slow wave period, when a secretory pulse occurred before sleep onset. Awakenings interrupting sleep have an inhibitory effect on GH release. Thus, sleep fragmentation generally decreases nocturnal GH secretion.

### THE CORTICOTROPIC AXIS

Activity of the corticotropic axis—a neuroendocrine system associated with the stress response and behavioral activation—may be measured peripherally via plasma levels of the pituitary adrenocorticotropic hormone (ACTH) and of cortisol, the adrenal hormone directly controlled by ACTH stimulation. The plasma levels of these hormones decline from an early morning maximum throughout the daytime and are near the lower limit of most assays in the

---

<table>
<thead>
<tr>
<th>HORMONE</th>
<th>MAIN SECRETING ORGAN</th>
<th>MAIN ACTION IN ADULTS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Growth hormone (GH)</td>
<td>Pituitary gland</td>
<td>Anabolic hormone that regulates body composition</td>
</tr>
<tr>
<td>Prolactin (PRL)</td>
<td>Pituitary gland</td>
<td>Stimulates lactation in women; pleiotropic actions</td>
</tr>
<tr>
<td>Adrenocorticotropic hormone (ACTH)</td>
<td>Pituitary gland</td>
<td>Stimulates release of cortisol from adrenal cortex</td>
</tr>
<tr>
<td>Cortisol</td>
<td>Adrenal cortex</td>
<td>Stress hormone, antinsulin effects</td>
</tr>
<tr>
<td>Thyroid-stimulating hormone (TSH)</td>
<td>Pituitary gland</td>
<td>Stimulates the release of thyroid hormones from the thyroid gland</td>
</tr>
<tr>
<td>Luteinizing hormone (LH)</td>
<td>Pituitary gland</td>
<td>Stimulates ovarian and testicular function</td>
</tr>
<tr>
<td>Follicle-stimulating hormone (FSH)</td>
<td>Pituitary gland</td>
<td>Stimulates ovarian and testicular function</td>
</tr>
<tr>
<td>Testosterone</td>
<td>Gonads</td>
<td>Stimulates spermatogenesis</td>
</tr>
<tr>
<td>Estradiol</td>
<td>Ovaries</td>
<td>Stimulates follicular growth</td>
</tr>
<tr>
<td>Insulin</td>
<td>Pancreas</td>
<td>Regulates blood glucose levels</td>
</tr>
<tr>
<td>Melatonin</td>
<td>Pineal gland</td>
<td>Hormone of the dark that transmits information about the light–dark cycle</td>
</tr>
<tr>
<td>Leptin</td>
<td>Adipose tissue</td>
<td>Satiety hormone regulating energy balance</td>
</tr>
<tr>
<td>Ghrelin</td>
<td>Stomach</td>
<td>Hunger hormone regulating energy balance</td>
</tr>
</tbody>
</table>
late evening and early part of the sleep period. Thus, sleep is normally initiated when corticotropic activity is quiescent. Reactivation of ACTH and cortisol secretion occurs abruptly a few hours before the usual waking time.

The mean cortisol profile shown in Figure 26-1 illustrates the remarkable persistence of this diurnal variation when sleep is manipulated. Indeed, the overall waveshape of the profile is not markedly affected by the absence of sleep or by sleep at an unusual time of day. Thus, the 24-hour periodicity of corticotropic activity is primarily controlled by circadian rhythmicity.

Nevertheless, modulatory effects of sleep or wake have been clearly demonstrated. Indeed, a number of studies have indicated that sleep onset is reliably associated with a short-term inhibition of cortisol secretion, although this effect may not be detectable when sleep is initiated at the time of the daily maximum of corticotropic activity, that is, in the morning. Under normal conditions, because cortisol secretion is already quiescent in the late evening, this inhibitory effect of sleep, which is temporally associated with the occurrence of slow-wave sleep, results in a prolongation of the quiescent period. Therefore, under conditions of sleep deprivation, the nadir of cortisol secretion is less pronounced and occurs earlier than under normal conditions of nocturnal sleep. Conversely, awakening at the end of the sleep period is consistently followed by a pulse of cortisol secretion.

During sleep deprivation, the rapid effects of sleep onset and sleep offset on corticotropic activity are obviously absent, and, as may be seen in the profiles shown in Figure 26-1, the nadir of cortisol levels is higher than during nocturnal sleep (because of the absence of the inhibitory effects of the first hours of sleep), and the morning maximum is lower (because of the absence of the stimulating effects of morning awakening). Overall, the amplitude of the rhythm is reduced by approximately 15% during sleep deprivation as compared to normal conditions.

In addition to the immediate modulatory effects of sleep–wake transitions on cortisol levels, nocturnal sleep deprivation, even partial deprivation, results in an elevation of cortisol levels on the following evening. Sleep loss thus appears to delay the normal return to evening quiescence of the corticotropic axis. This endocrine alteration is remarkably similar to that occurring in normal aging, where increases in evening cortisol levels of similar magnitude are consistently observed. This interpretation is consistent with findings in normal subjects submitted to recurrent partial sleep restriction, as discussed later.

THE THYROID AXIS

Daytime levels of plasma TSH are low and relatively stable and are followed by a rapid elevation starting in the early evening and culminating in a nocturnal maximum occurring around the beginning of the sleep period. The later part of sleep is associated with a progressive decline in TSH levels, and daytime values resume shortly after morning awakening. The first 24 hours of the study illustrated in Figure 26-1 are typical of the diurnal TSH rhythm. Because the nocturnal rise of TSH occurs well before the time of sleep onset, it probably reflects a circadian effect. However, a marked effect of sleep on TSH secretion may be seen during sleep deprivation (clearly seen in Fig. 26-1), when nocturnal TSH secretion is increased by as much as 200% over the levels observed during nocturnal sleep. Thus, sleep exerts an inhibitory influence on TSH secretions, and sleep deprivation relieves this inhibition.

Interestingly, when sleep occurs during daytime hours, TSH secretion is not suppressed significantly below normal daytime levels. Thus, the inhibitory effect of sleep on TSH secretion appears to be operative when the nighttime elevation has taken place, indicating once again the interaction of the effects of circadian time and the effects of sleep. When the depth of sleep at the habitual time is increased by prior sleep deprivation, the nocturnal TSH rise is more markedly inhibited, suggesting that SWS is probably the primary determinant of the sleep-associated fall. Awakening interrupting nocturnal sleep appear to relieve the inhibition of TSH and are consistently associated with a short-term TSH elevation.

Circadian and sleep-related variations in thyroid hormones have been difficult to demonstrate, probably because these hormones are bound to serum proteins and thus their peripheral concentrations are affected by diurnal variations in hemodilution caused by postural changes. However, under conditions of sleep deprivation, the increased amplitude of the TSH rhythm may result in a detectable increase in plasma triiodothyronine (T₃) levels, paralleling the nocturnal TSH rise. If sleep deprivation is continued for a second night, then the nocturnal rise of TSH is markedly diminished as compared with that occurring during the first night. It is likely that following the first night of sleep deprivation, the elevated thyroid hormone levels, which persist during the daytime period because of the prolonged half-life of these hormones, limit the subsequent TSH rise at the beginning of the next nighttime period. Data from a study of 64 hours of sleep deprivation suggest that prolonged sleep loss may be associated with an upregulation of the thyroid axis, with lower levels of TSH and higher levels of thyroid hormones. As discussed in the section on chronic sleep restriction, this was indeed the case in a study of the endocrine and metabolic effects of a sleep debt resulting from bedtime curtailment to 4 hours per night for 6 nights.

The inhibitory effects of sleep on TSH secretion are time dependent, and that may cause, under specific circumstances, elevations of plasma TSH levels that reflect the misalignment of sleep and central circadian timing. In a study examining the course of adaptation to an abrupt 8-hour advance of the sleep–dark period in healthy young men, TSH levels increased progressively because daytime sleep failed to inhibit TSH and nighttime wakefulness was associated with large circadian-dependent TSH elevations. As a result, mean TSH levels following awakening from the second shifted sleep period were more than twofold higher than during the same time interval following normal nocturnal sleep. This overall elevation of TSH levels was paralleled by a small increase in T₃ concentrations. This study demonstrated that the subjective discomfort and fatigue often referred to as “jet-lag syndrome” are associated not only with a desynchronization of bodily rhythms but also with a prolonged elevation of a hormone concentration in the peripheral circulation.
PROLACTIN SECRETION

Under normal conditions, PRL levels undergo a major nocturnal elevation starting shortly after sleep onset and culminating around midsleep. Decreased dopaminergic inhibition of PRL during sleep is likely to be the primary mechanism underlying this nocturnal PRL elevation. In adults of both sexes, the nocturnal maximum corresponds to an average increase of more than 200% above the minimum level. Morning awakenings and awakenings interrupting sleep are consistently associated with a rapid inhibition of PRL secretion.15

Studies of the PRL profile during daytime naps or after shifts of the sleep period have consistently demonstrated that sleep onset, irrespective of the time of day, has a stimulatory effect on PRL release. This is well illustrated by the profiles shown in Figure 26-1, in which elevated PRL levels occur both during nocturnal sleep and during daytime recovery sleep, whereas the nocturnal period of sleep deprivation was not associated with an increase in PRL concentrations. However, the sleep-related rise of PRL may still be present, although with a reduced amplitude, when sleep does not occur at the normal nocturnal time. Maximal stimulation is observed only when sleep and circadian effects are superimposed.41-43 A close temporal association between increased prolactin secretion and slow wave activity is apparent.44 However, in contrast to the quantitative correlation between amount of slow wave activity and amount of GH release that has been evidenced in men, no such “dose-response” relationship has been demonstrated for prolactin. Awakenings interrupting sleep inhibit nocturnal PRL release.44

Benzodiazepine and imidazopyridine hypnotics taken at bedtime may cause an increase in the nocturnal PRL rise, resulting in concentrations near the pathological range for part of the night.45,46 This is illustrated for triazolam and zolpidem in Figure 26-2. Neither triazolam nor zolpidem has any effect on the 24-hour profiles of cortisol, melatonin, or GH. A recent report showed that chronic treatment of insomnia with the melatonin receptor agonist ramelteon also increases prolactin release in women, but not in men.47

Figure 26-2 Effects of commonly used hypnotics on the 24-hour profile of plasma prolactin (PRL) in healthy young subjects. Data are mean plus standard error of the mean. Samples were collected at 15- to 20-minute intervals. Sleep was polygraphically recorded. Top, effects of bedtime administration of triazolam (0.5 mg). Bottom, effects of bedtime administration of zolpidem (10 mg). Both benzodiazepine and nonbenzodiazepine hypnotics cause transient hyperprolactinemia during the early part of sleep. Time in bed is denoted by the blue bars. Arrows denote time of drug administration. (Data from Copinschi G, Van Onderbergen A, L’Hermite-Baléraux M, et al. Effects of the short-acting benzodiazepine triazolam taken at bedtime on circadian and sleep-related hormonal profiles in normal men. Sleep 1990;13:232-244; Copinschi G, Akseki E, Moreno-Reyes R, et al. Effects of bedtime administration of zolpidem on circadian and sleep-related hormonal profiles in normal women. Sleep 1995;18:417-424; and Van Cauter E, Spiegel K. Circadian and sleep control of endocrine secretions. In: Turek FW, Zee PC, editors. Neurobiology of sleep and circadian rhythms. New York: Marcel Dekker; 1999.)
There is evidence from animal studies that PRL is involved in the humoral regulation of REM sleep. The primary effect is a stimulation of REM sleep, which appears to be dependent on time of day. Recent findings indicate that prolactin deficient mice have decreased REM sleep.

THE GONADAL AXIS

The relationship between the 24-hour patterns of gonadotropin release and gonadal steroid levels varies according to the stage of maturation, and it is gender dependent in young adulthood (for review see Van Cauter et al.).

Prior to puberty, luteinizing hormone (LH) and follicle-stimulating hormone are secreted in a pulsatile pattern, and an augmentation of pulsatile activity is associated with sleep onset in a majority of both girls and boys. The increased amplitude of gonadotropin release during sleep is one of the hallmarks of puberty. Both sleep and circadian rhythmicity contribute to the nocturnal elevation of gonadotropin pulses in pubertal children. As the pubescent child enters adulthood, the daytime pulse amplitude increases as well, eliminating or diminishing the diurnal rhythm. In pubertal girls, a diurnal variation of circulating estradiol levels, with higher concentrations during the nighttime, becomes apparent. It has been suggested that the lack of parallelism between gonadotropin and estradiol levels reflects an approximate 10-hour delay between gonadotropin stimulation and the subsequent ovarian response. In pubertal boys, a nocturnal rise of testosterone coincides with the elevation of gonadotropins.

In adult men, the day–night variation of plasma LH levels is dampened or even undetectable. During the sleep period, LH pulses appear to be temporally related to the REM–NREM cycle. Despite the low amplitude of the nocturnal increase in gonadotropin release, a marked diurnal rhythm in circulating testosterone levels is present, with minimal levels in the late evening, a robust rise following sleep onset and maximal levels in the early morning. Thus, the robust circadian rhythm of plasma testosterone may be partially controlled by factors other than LH. The nocturnal rise of testosterone appears temporally linked to the latency of the first REM episode, as plasma levels continue to rise until the first REM episode occurs. A robust rise of testosterone may also be observed during daytime sleep, suggesting that sleep, irrespective of time of day, stimulates gonadal hormone release. Experimental sleep fragmentation in young men resulted in attenuation of the nocturnal rise of testosterone, particularly in subjects who did not achieve REM sleep. Androgen concentrations in young adults decline significantly during periods of total sleep deprivation and recover promptly once the sleep is restored. In contrast, pharmacological suppression of testosterone in healthy men appears to have no effect on the total amount and overall architecture of nighttime sleep.

In women, the 24-hour variation in plasma LH is markedly modulated by the menstrual cycle. In the early follicular phase, LH pulses are large and infrequent, and a marked slowing of the frequency of secretory pulses occurs during sleep, suggestive of inhibitory effect of sleep on pulsatile gonadotropin-releasing hormone (GnRH) release. Awakenings interrupting sleep are usually associated with a pulse of LH concentration. In the midfollicular phase, pulse amplitude is decreased, pulse frequency is increased, and the frequency modulation of LH pulsatility by sleep is less apparent. Pulse amplitude increases again by the late-follicular phase. In the early luteal phase, the pulse amplitude is markedly increased, the pulse frequency is decreased, and nocturnal slowing of pulsatility is again evident. In the mid- and late-luteal phase, pulse amplitude and frequency are decreased, and there is no modulation by sleep.

In older men, the amplitude of LH pulses is decreased but the frequency is increased and no significant diurnal pattern can be detected. The circadian variation of testosterone persists, although markedly dampened. The sleep-related rise is still apparent in older men, but its amplitude is lower and the relationship to REM latency is no longer apparent. It is likely that decreased sleep quality as occurs in aging as well as in sleep disorders (e.g., obstructive sleep apnea) plays a role in the dampening of the sleep-related testosterone rise.

In postmenopausal women, gonadotropin levels are elevated, but they show no consistent circadian pattern. A number of studies have indicated that estrogen replacement therapy has modest beneficial effects on subjective and objective sleep quality, particularly in the presence of environmental disturbance or sleep-disordered breathing.

GLUCOSE REGULATION

The consolidation of human sleep in a single 7- to 9-hour period implies that an extended period of fast must be maintained overnight. Despite the prolonged fasting condition, glucose levels remain stable or fall only minimally across the night. In contrast, if subjects are awake and fasting in a recumbent position, in the absence of any physical activity, glucose levels fall by an average of 0.5 to 1.0 mmol/L (± 10 to 20 mg/dL) over a 12-hour period. Thus, a number of mechanisms that operate during nocturnal sleep must intervene to maintain stable glucose levels during the overnight fast.

The lower panels of Figure 26-1 show profiles of blood glucose and ISR obtained in normal subjects who were studied under conditions of constant glucose infusion, a condition that results in a marked inhibition of endogenous glucose production. Thus, when subjects receive a constant glucose infusion, changes in plasma glucose levels reflect mainly changes in glucose use. A marked decrease in glucose tolerance (reflected in higher plasma glucose levels) is apparent during nighttime as well as daytime sleep. A smaller elevation of glucose and insulin also occurs during nocturnal sleep deprivation, indicating an effect of circadian-dependent mechanisms.

During nocturnal sleep, the overall increase in plasma glucose ranged from 20% to 30%, despite the maintenance of rigorously constant rates of caloric intake. Maximal levels occur around the middle of the sleep period. During the later part of the night (i.e., at the time of the so-called dawn phenomenon), glucose tolerance begins to improve, and glucose levels progressively decrease toward morning values. The mechanisms underlying these robust variations...
in set-point of glucose regulation across nocturnal sleep are different in early sleep and late sleep.

Under conditions of constant glucose infusion, the decrease in glucose tolerance during the first half of the sleep period is reflected in a robust increase in plasma glucose, which is followed by a more than 50% increase in insulin secretion. It is estimated that about two-thirds of the fall in glucose use during sleep is due to a decrease in brain glucose metabolism related to the predominance of slow wave stages, which are associated with a 30% to 40% reduction in cerebral glucose metabolism as compared to the waking state. (See Chapter 18.) The last third of the fall would then reflect decreased peripheral use. Diminished muscle tone during sleep and rapid antiusulin-like effects of the sleep-onset GH pulse are both likely to contribute to decreased peripheral glucose uptake. The nocturnal elevation of melatonin levels could contribute to the nocturnal decrease in glucose tolerance because of an inhibitory effect of melatonin on insulin release from beta cells. During the later part of the sleep period, glucose levels and insulin secretion decrease to return to presleep values, and this decrease appears to be partially due to the increase in wake and REM stages. Indeed, glucose use during the REM and wake stages is higher than during NREM stages. In addition, several other factors may also contribute to the decline of glucose levels during late sleep. These include the hypoglycemic activity of previously secreted insulin during early sleep, the increased insulin-independent glucose disposal due to transient mild hyperglycemia, and the quiescence of GH secretion and thus the rapid attenuation of the short-term inhibitory effects of this hormone on tissue glucose uptake. Finally, the later part of the night appears to be associated with increased insulin sensitivity, reflecting a delayed effect of low cortisol levels during the evening and early part of the night.

SLEEP AND APPETITE REGULATION

Sleep plays an important role in energy balance. In rodents, food shortage or starvation results in decreased sleep and, conversely, total sleep deprivation leads to marked hyperphagia. The identification of hypothalamic excitatory neuropeptides, referred to as hypocretins or orexins, that have potent wake-promoting effects and stimulate food intake, has provided a molecular basis for the interactions between the regulation of feeding and sleeping. Orexin-containing neurons in the lateral hypothalamus project directly to the locus coeruleus and other brainstem and hypothalamic arousal areas, where they interact with the leptin-responsive neuronal network involved in balancing food intake and energy expenditure. Orexin-containing neurons are active during waking and quiescent during sleep. Orexin activity is inhibited by leptin, a satiety hormone, and stimulated by ghrelin, an appetite-promoting hormone.

Leptin, a hormone released by the adipocytes, provides information about energy status to regulatory centers in the hypothalamus. Circulating leptin concentrations in humans show a rapid decline or increase in response to acute caloric shortage or surplus, respectively. These changes in leptin levels have been associated with reciprocal changes in hunger. The 24-hour leptin profile shows a marked nocturnal rise, which is partly dependent on meal intake. The upper panel of Figure 26-3 shows a typical 24-hour profile of plasma leptin levels in a normal man. The nocturnal elevation of leptin has been thought to suppress the hunger during the overnight fast. Although daytime food intake plays a major role in the nocturnal rise of leptin, a study using continuous enteral nutrition to eliminate the impact of meal intake showed the persistence of a sleep-related leptin elevation, though the amplitude was lower than during normal feeding conditions. Prolonged total sleep deprivation results in a decrease in the amplitude of the leptin diurnal variation.

Ghrelin is also involved in regulating energy balance and stimulating appetite. Daytime profiles of plasma ghrelin levels are primarily regulated by the schedule of food intake: Levels rise sharply before each designated meal time and fall to trough levels within 1 to 2 hours after eating. A study examining spontaneous meal initiation in the absence of time- and food-related cues provided good evidence for a role for ghrelin in meal initiation. The 24-hour profile of ghrelin levels shows a marked nocturnal rise, which is only modestly dampened when subjects are sleep deprived. The nocturnal ghrelin rise partly represents the rebound of ghrelin following the dinner meal. Despite the persistence of the fasting condition, ghrelin levels do not continue to increase across the entire sleep period and instead decrease during the later part of the night. The lower panel of Figure 26-3 illustrates a

Figure 26-3 Typical 24-hour profiles of plasma leptin (top) (an appetite-suppressing hormone) and ghrelin (bottom) (a hunger-promoting hormone) from a healthy lean young man. Time in bed is denoted by the blue bars. The vertical lines denote the time of presentation of identical high-carbohydrate meals. (Unpublished data.)
representative 24-hour profile of ghrelin from a normal subject who ingested three carbohydrate-rich meals.

WATER AND ELECTROLYTE BALANCE DURING SLEEP

Water and salt homeostasis is under the combined control of vasopressin, a hormone released by the posterior pituitary, the renin-angiotensin-aldosterone system, and the atrial natriuretic peptide. Urine flow and electrolyte excretion are higher during the day than during the night, and this variation partly reflects circadian modulation. In addition to this 24-hour rhythm, urine flow and osmolality oscillate with the REM–NREM cycle. REM sleep is associated with decreasing urine flow and increasing osmolality.

Vasopressin release is pulsatile but without apparent relationship to sleep stages. Levels of atrial natriuretic peptide are relatively stable and do not show fluctuations related to the sleep–wake or REM–NREM cycles. Whether the levels of plasma atrial natriuretic peptide exhibit a circadian variation is still a matter of controversy. A close relationship between the beginning of REM episodes and decreased activity has been consistently observed for plasma renin activity. Figure 26-4 illustrates the 24-hour rhythm of plasma renin activity in a subject studied during a normal sleep–wake cycle and in a subject studied following a shift of the sleep period. A remarkable synchronization between decreased plasma renin activity and REM stages is apparent during both sleep periods. This relationship was confirmed in studies with selective REM-sleep deprivation in healthy subjects.

Increases in plasma renin activity parallel increases in slow-wave EEG activity. In conditions of abnormal sleep architecture (e.g., narcolepsy, sleeping sickness), the temporal pattern of plasma renin activity faithfully reflects the disturbances of the REM–NREM cycle. A well-documented study has delineated the mechanisms responsible for oscillations of plasma renin activity during sleep. The initial event is a reduction in sympathetic tone, followed by a decrease in mean arterial blood pressure and an increase in slow-wave activity. The rise in plasma renin activity becomes evident a few minutes after the increase in slow-wave activity. During REM sleep, sympathetic activity increases, whereas renin and slow-wave activity decrease and blood pressure becomes highly variable.

The increased release of renin during sleep is associated with elevated levels of plasma aldosterone. Acute total sleep deprivation dampens the nighttime elevation of plasma aldosterone and increases natriuresis.

CHRONIC SLEEP RESTRICTION: IMPACT ON ENDOCRINE AND METABOLIC FUNCTION

Voluntary sleep curtailment has become a very common behavior in modern society. Data from the 2008 “Sleep in America” poll indicate that although working adults report a sleep need of an average of 7 hours and 18 minutes to function at best, 44% of them sleep fewer than 7 hours and 16% sleep fewer than 6 hours on a typical weeknight. Sleep times in European countries appear to follow a similar trend. The cumulative sleep loss per workweek of a substantial portion of the adult population may correspond to as much as one full night of sleep deprivation. Several laboratory studies involving extension of the bedtime period for prolonged periods of time have provided evidence that the “recommended 8-hour night” does not meet the sleep need of healthy young adults, who may carry a substantial sleep debt even in the absence of obvious efforts at sleep curtailment.

Although the impact of various durations of acute total sleep deprivation on endocrine function and glucose metabolism has been documented in multiple studies, the much more common condition of partial chronic sleep restriction has not received nearly as much attention. The following subsections review, respectively, the laboratory and epidemiologic evidence supporting an adverse impact of recurrent partial sleep restriction on hormones, glucose metabolism, and body weight regulation.

Laboratory Studies

Figure 26-5 summarizes the hormonal and metabolic findings of the first “sleep debt study” which examined the impact of 6 days of sleep restriction to 4 hours per night as compared to 6 days of sleep extension to 12 hours per night in a group of healthy young men. The findings suggest that sleep restriction has adverse effects on multiple endocrine axes as well as on glucose metabolism.
Figure 26-5 The 24-hour profiles of plasma GH, plasma cortisol, plasma TSH, plasma glucose, serum insulin and plasma leptin levels in 11 healthy young men who were studied after 1 week of bedtime restriction to 4 hours per night (left panels) and 1 week of bedtime extension to 12 hours per night (right panels). The blue bars represent the bedtime period. On the cortisol profiles, the blue areas show the increase in evening cortisol levels and the arrows indicate the timing of the nadir. On the glucose and insulin profiles, the blue area shows the response to the morning meal. On the leptin profiles, the arrows indicate the timing of the nocturnal acrophase. (From Spiegel K, Leproult R, Van Cauter E. Impact of a sleep debt on metabolic and endocrine function. Lancet 1999;354:1435-1439; Spiegel K, Leproult R, Colecchia E, et al. Adaptation of the 24-hour growth hormone profile to a state of sleep debt. Am J Physiol 2000;279:R874-R883; and Spiegel K, Leproult R, L'Hermite-Balériaux M, et al. Leptin levels are dependent on sleep duration: relationships with sympathovagal balance, carbohydrate regulation, cortisol, and thyrotropin. J Clin Endocrinol Metab 2004;89:5762-5771.)
The sleep-onset GH pulse was observed in all individual profiles for both sleep conditions. However, after partial sleep restriction, all subjects exhibited a GH pulse prior to sleep onset. There was a negative correlation between presleep GH secretion and sleep-onset GH release. This profile of GH release is quite different from that observed during acute total sleep deprivation (see Fig. 26-1, top panels), where minimal GH secretion occurs during nocturnal wakefulness and GH secretion rebounds during daytime recovery sleep.

When compared to the fully rested condition, the state of sleep debt was associated with alterations of the 24-hour profile of cortisol, including a shorter quiescent period and elevated levels in the evening (see Fig. 26-5, second panel shaded areas). This alteration was similar to that observed after acute total or partial sleep deprivation and may reflect decreased efficacy of the negative feedback regulation of the hypothalamic-pituitary-adrenal axis.

Restriction and extension of sleep duration were also associated with clear changes in thyrotropic function. The nocturnal elevation of plasma TSH was dampened and thyroid hormone levels were higher in the sleep debt state. Previous studies have demonstrated that total sleep deprivation is initially associated with a marked increase in TSH secretion (see Fig. 26-1), which becomes smaller when sleep deprivation continues, presumably because of negative feedback effects from slowly rising levels of thyroid hormones. Similar mechanisms are likely to underlie the alterations in thyrotropic function after recurrent partial sleep restriction.

Bedtime curtailment results in a higher glucose response to breakfast despite similar insulin secretion (see Fig. 26-5, lower panels). The difference in peak postbreakfast glucose levels between the sleep debt and fully rested conditions (i.e., ± 15 mg/dL) is consistent with a state of impaired glucose tolerance. Intravenous glucose tolerance testing confirms this deterioration in glucose tolerance. Reduced glucose tolerance is the combined consequence of a decrease in glucose effectiveness, a measure of noninsulin dependent glucose use, and a reduction in the acute insulin response to glucose despite a trend for decreased insulin sensitivity. The product of insulin sensitivity and acute insulin response to glucose, that is, the disposition index, a validated marker of diabetes risk, was decreased by nearly 40% in the state of sleep debt, reaching levels typical of populations at an elevated risk of diabetes. These findings were confirmed in a subsequent randomized crossover study comparing two 10-hour nights versus two 4-hour nights.

Mean levels of the satiety hormone leptin were reduced by 20% to 30% under sleep restriction as compared to extension (see Fig. 26-5, lowest panels). This effect size of sleep restriction is comparable to that occurring after three days of dietary restriction by approximately 900 kcal per day under normal sleep conditions. Further, there is a clear dose-response relationship between sleep duration and characteristics of the leptin profile (Fig. 26-6, upper panels). Indeed, mean leptin levels gradually increase from 4 hours to 8 hours and to 12-hour bedtime condition. Importantly, these differences in leptin profiles occur despite identical amounts of caloric intake, similar sedentary conditions, and stable weight. A reduction of peak leptin levels has also been reported in volunteers studied after 7 days of 4-hour bedtimes.

In a randomized crossover study of two nights of 4 hours in bed versus two nights of 10 hours in bed, daytime profiles of leptin and of the hunger hormone ghrelin were measured, and the subjects completed validated scales for hunger and appetite for various food categories (Fig. 26-6, lower panel). Overall leptin levels were decreased by an average of 18% and ghrelin levels were increased by 28%, and the ghrelin:leptin ratio increased by more than 70%. Hunger showed a 23% increase, and appetite for nutrients with high carbohydrate content was increased by more than 30% when sleep was restricted. If this increase in hunger were to translate into a commensurate increase in food intake, weight gain would be expected. A recent laboratory study of overweight middle-aged adults who were submitted to 2 weeks of 1.5 hour of sleep extension or restriction in a randomized crossover design indeed showed an increase in food intake from snacks during sleep restriction. However, the participants gained weight under both sleep conditions and differences in leptin or ghrelin levels were not detected.

Two epidemiologic studies have confirmed and extended these findings with observations of reduced leptin levels, after controlling for body mass index (BMI) or adiposity, in habitual short sleepers. Higher ghrelin levels were also associated with short sleep. A subsequent smaller study involving only postmenopausal women did not confirm the link between sleep duration, leptin, and ghrelin levels, but very few participants had short sleep durations.

### Epidemiologic Studies

Over the past ten years, a large number of studies have examined associations between sleep duration and the prevalence and incidence of type 2 diabetes and obesity. Nearly all these studies explored existing data sets that included self reported sleep duration and none of them determined whether short sleep was the result of bedtime curtailment or was due to the presence of a sleep disorder or other co-morbidities.

Four cross-sectional studies found a significant association between short sleep and the risk of diabetes. In four of six prospective studies, short sleep at baseline was found to predict a higher incidence of diabetes. The follow-up period ranged from 10 to 18 years.

By the end of 2008, more than 40 cross-sectional epidemiological studies have provided evidence for an association between short sleep and higher BMI. One meta-analysis found that the pooled odds ratio (OR) linking short sleep to obesity was 1.89 in children and 1.55 in adults. Another meta-analysis reported an OR of 1.58 in children with short sleep duration and an OR of 1.92 in children with the shortest sleep duration. A systematic review concluded that short sleep duration appears independently associated with weight gain, particularly in younger age groups. A cross-sectional analysis that uniquely assessed sleep duration by wrist actigraphy in more than 6,000 men and women, ages 67 to 99 years, and showed that, compared to sleeping 7 to 8 hours per night,
daytime sleep, it was observed that 92% of spontaneous awakenings interrupting sleep were associated with a cortisol pulse.\textsuperscript{132} Aging and sleep disorders are associated with reduced sleep quality, including lower amounts of SWS without systematic decrease in sleep duration. The initiation of SWS is associated with a decrease in cerebral glucose use, stimulation of GH secretion, inhibition of cortisol release, decreased sympathetic nervous activity and increased vagal tone. (See Chapter 20 for autonomic measures.) All these correlates of SWS affect total body glucose regulation, suggesting that low amounts of SWS may be associated with reduced glucose tolerance.

A study tested this hypothesis by selectively suppressing SWS (using acoustic stimuli) in healthy young adults and examining the impact on the response to intravenous glucose injection.\textsuperscript{133} The amount of SWS was reduced by nearly 90%, similar to what occurs over the course of four decades of aging. Such low levels of SWS are also typical of moderate to severe obstructive sleep apnea (OSA). Importantly, this intervention did not reduce total sleep duration. Slow-wave activity was markedly reduced sleeping fewer than 5 hours was associated with a BMI that was, on average, 2.5 kg/m\textsuperscript{2} greater in men and 1.8 kg/m\textsuperscript{2} in women, after adjusting for multiple potential confounders.\textsuperscript{127} Finally, 9 of 10 longitudinal studies on sleep duration and obesity risk in children and adults, found that shorter sleep durations are associated with an increased risk for overweight and obesity a few years later.\textsuperscript{128,129}

This body of epidemiologic evidence supports the hypothesis that sleep curtailment may be a nontraditional lifestyle factor contributing to the epidemic of obesity.\textsuperscript{130}

**REDUCED SLEEP QUALITY AND SLEEP DISORDERS: IMPACT ON ENDOCRINE AND METABOLIC FUNCTION**

**Experimental Reduction of Sleep Quality**

Early studies have been consistent in showing that experimentally-induced full awakenings interrupting nocturnal sleep consistently trigger pulses of cortisol secretion.\textsuperscript{25,131,132} Furthermore, in an analysis of cortisol profiles during daytime sleep, it was observed that 92% of spontaneous awakenings interrupting sleep were associated with a cortisol pulse.\textsuperscript{132}

Aging and sleep disorders are associated with reduced sleep quality, including lower amounts of SWS without systematic decrease in sleep duration. The initiation of SWS is associated with a decrease in cerebral glucose use, stimulation of GH secretion, inhibition of cortisol release, decreased sympathetic nervous activity and increased vagal tone. (See Chapter 20 for autonomic measures.) All these correlates of SWS affect total body glucose regulation, suggesting that low amounts of SWS may be associated with reduced glucose tolerance.

A study tested this hypothesis by selectively suppressing SWS (using acoustic stimuli) in healthy young adults and examining the impact on the response to intravenous glucose injection.\textsuperscript{133} The amount of SWS was reduced by nearly 90%, similar to what occurs over the course of four decades of aging. Such low levels of SWS are also typical of moderate to severe obstructive sleep apnea (OSA). Importantly, this intervention did not reduce total sleep duration. Slow-wave activity was markedly reduced

---

**Figure 26-6** *Upper panel,* mean (± SEM) 24-hour leptin profiles obtained after 6 days of 4 hours, 8 hours, and 12 hours in bed in 9 healthy lean men studied at bed rest who ate 3 identical carbohydrate-rich meals. At the end of these bedtime conditions, the subjects slept an average of 3 hours 48 minutes in the 4-hour in bed condition, 6 hours 52 minutes in the 8-hour in bed condition, and 8 hours 52 minutes in the 12-hour in bed condition. Note that all the characteristics of the 24-hour leptin profile (overall mean, nocturnal maximum, amplitude) gradually increased from the 4-hour to the 12-hour bedtime condition. The blue bars represent the sleep periods. (From Spiegel K, Leproult R, L’Hermitte-Balériaux M, et al. Leptin levels are dependent on sleep duration: relationships with sympathovagal balance, carbohydrate regulation, cortisol, and thyrotropin. J Clin Endocrinol Metab 2004;89:5762-5771).

*Lower panel,* mean (± SEM) daytime profiles of plasma leptin and ghrelin observed in healthy subjects after 2 days with 4-hour bedtimes or 2 days with 10-hour bedtime. Caloric intake was exclusively under the form of a constant glucose infusion. (From Spiegel K, Tasali E, Penev P, Van Cauter E. Sleep curtailment results in decreased leptin levels, elevated ghrelin levels and increased hunger and appetite. Annals Int Med 2004;141(11):846-850.)
in each experimental night compared to baseline (Fig. 26-7, left panels). After 3 nights of SWS suppression, insulin sensitivity was decreased by ~25% (Fig. 26-7, right panels), reaching the level reported in older adults and in populations at high risk for diabetes. This decrease in insulin sensitivity was not compensated for by an increase in insulin release, because acute insulin response to glucose remained virtually unchanged. Consequently, diabetes risk, as assessed by the disposition index was lower and glucose tolerance was reduced, reaching the range typical of impaired glucose tolerance. These laboratory findings demonstrate that reduced sleep quality, without change in sleep duration, may adversely affect glucose regulation.

In this study where SWS was suppressed while carefully avoiding full awakenings, cortisol levels were not affected at any time of the day or night. An increase in daytime sympathovagal balance, as assessed by spectral analysis of heart rate variability, was identified as one of the possible mechanisms mediating the adverse impact of SWS suppression on glucose metabolism.

**Studies in Population and Clinic-Based Samples**

A number of cross-sectional as well as prospective epidemiologic studies (reviewed in detail in references 104 and 128) have provided evidence for an association between self-reported poor sleep quality, and the prevalence or incidence of diabetes, after controlling for age, BMI, and various other confounders. Of note, in 6 of 7 prospective studies that examined self-reported problems (such as difficulty initiating or maintaining sleep, use of sleeping pills,
or insomnia complaint), poor sleep quality was associated with an increased risk of diabetes.\textsuperscript{119,120,123,135-138}

Two clinic-based studies have examined the relationship between sleep duration and quality and glycemic control in type 2 diabetes. The first study administered the Pittsburgh Sleep Quality questionnaire to 161 African-American diabetic patients.\textsuperscript{115} Higher perceived sleep debt or lower sleep quality were associated with poorer glycemic control after controlling for age, sex, BMI, insulin use, and the presence of complications.\textsuperscript{115} Importantly, the magnitude of these effects of sleep duration or quality was comparable to that of commonly used oral antidiabetic medications. The second study used actigraphy in 47 diabetic patients and 23 nondiabetic controls under free-living conditions.\textsuperscript{170} After adjusting for age, gender, and schooling, measures of sleep fragmentation were significantly higher in the patients with diabetes, and glycemic control correlated inversely with sleep efficiency.

Insomnia

There have been remarkably few studies of hormonal and metabolic variables in subjects with physician-diagnosed insomnia. A well-documented study\textsuperscript{197} in patients with insomnia revealed that those with decreased total sleep time have higher cortisol levels across the night (Fig. 26-8). It is unclear whether this relative hypercortisolism is the result of sleep fragmentation and the associated sleep loss, or, alternatively, whether hyperactivity of the corticotropic axis is causing hyperarousal and insomnia. Recent views on chronic insomnia propose that it is a disorder of hyperarousal during both the night and the daytime, with associated hyperactivity of the hypothalamic-pituitary-adrenal axis.\textsuperscript{140} A recent study involving 14 patients with insomnia found decreased nocturnal ghrelin levels, providing evidence for a possible dysregulation of energy balance in this patient population.\textsuperscript{141}

OSA

There is a growing body of evidence linking OSA to abnormalities of glucose metabolism, including insulin resistance and glucose intolerance. For a summary of the present state of knowledge, refer to Chapter 114 of this volume as well as to recent reviews.\textsuperscript{142,143}

Obstructive sleep apnea is also associated with disturbances in the control of weight and appetite regulation. Indeed, patients with OSA appear more predisposed to weight gain than similarly obese subjects without OSA.\textsuperscript{144} Consistent with the upregulation of ghrelin observed following sleep restriction in healthy subjects,\textsuperscript{109,111,145} patients with OSA—who usually have decreased total sleep time—have higher ghrelin levels. Elevated leptin levels, after controlling for BMI, are also consistently observed in OSA.\textsuperscript{144} This hyperleptinemia in OSA is in contrast with the lower leptin levels that occur following sleep restriction in normal lean subjects\textsuperscript{18,108,109} and in chronic short sleepers without OSA independently of BMI and adiposity.\textsuperscript{111,142} Hyperleptinemia in OSA is thought to reflect leptin resistance.\textsuperscript{144}

Successful treatment of OSA by continuous positive air pressure (CPAP) should lead to a reduction in leptin resistance, a decrease in ghrelin levels, and thus weight loss. Only two studies have measured ghrelin levels after CPAP treatment and both reported a decrease in ghrelin levels.\textsuperscript{146,147} However, the findings on the effect of CPAP on body weight and visceral adiposity are mixed. Weight loss has been reported in one study after 6 months of CPAP,\textsuperscript{148} whereas another study found no weight loss after one year of CPAP use.\textsuperscript{149} Six months of CPAP therapy added to a weight reduction program have not resulted in greater weight loss.\textsuperscript{150} If weight loss is important, loss of visceral fat is by far more relevant from a metabolic point of view. Again, the studies are scarce and provide conflicting results.\textsuperscript{151-153}

AGE-RELATED SLEEP ALTERATIONS: IMPLICATIONS FOR ENDOCRINE FUNCTION

Normal aging is associated with pronounced age-related alterations in sleep quality, which consist primarily of a marked reduction of SWS (stages 3 and 4), a reduction in REM stages, and an increase in the number and duration of awakenings interrupting sleep (see Chapter 3). There is increasing evidence that these alterations in sleep quality may result in neuroendocrine disturbances, suggesting that some of the hormonal hallmarks of aging may partly reflect the deterioration of sleep quality.\textsuperscript{154}

GH Axis

There are mutual interactions between somatotropic activity and sleep that are evident both in youth and older age. Sex and age differences are illustrated in the upper panels of Figure 26-9. In normal young men, there is a “dose-response” relationship between slow-wave sleep/slow-wave activity (SWS/SWA) and GH secretion, and
the sleep-onset GH pulse is often the largest pulse observed over the 24-hour span. In normal young women, daytime GH pulses are more frequent and the sleep-onset pulse, while generally present, is smaller. The GH release occurs with a similar chronology characterized by negative correlations between presleep GH secretion and sleep maintenance. The impact of aging on the amount of SWS and on GH release occurs with a similar chronology characterized by major decrements from early adulthood to midlife (Fig. 26-10). Reduced amounts of SWS were found to be a significant predictor of reduced GH secretion in middle life and late life, independently of age. The observation that in older adults, levels of insulin-like growth factor (IGF-1), the hormone secreted by the liver in response to stimulation by GH, are correlated with the amounts of SWS, is consistent with this finding. The relative GH deficiency of elderly adults is associated with increased fat tissue and visceral obesity, reduced muscle mass and strength, and reduced exercise capacity. The persistence of a consistent relationship between SWS and GH secretion in older men suggests that drugs that reliably stimulate SWS in older adults may represent a novel strategy for GH replacement therapy.

Prolactin Secretion

In both men and women, the majority of the daily release of prolactin occurs during sleep, irrespective of age. The lower panels of Figure 26-9 illustrate typical profiles in healthy nonobese young and older men and women. The sex difference is apparent both during daytime and nighttime in young adulthood but in older age only nighttime levels are affected. A nearly 50% dampening of the nocturnal PRL elevation is evident in elderly men and women. This age-related endocrine alteration may partly reflect the increased number of awakenings (which inhibit PRL release) and decreased amounts of REM stages (which stimulate PRL release).

Besides its role in the control of lactation and parental behavior, prolactin has multiple actions, including on metabolism and immunoregulation. Age-related alterations in sleep architecture and their clear impact on nocturnal prolactin release could thus impact healthy aging.

Pituitary-Adrenal Axis

There are highly consistent, sex-specific alterations in the diurnal pattern of basal cortisol secretion across the lifetime. Figure 26-11 shows 24-hour profiles typical of younger and older men and women. In young adulthood, overall cortisol levels are lower in women than in men because the female response to the early morning circadian signal is slower and of lesser magnitude and the return to quiescence is more rapid. In men, the nocturnal quiescent period is shorter and the early morning elevation is higher and more prolonged. During aging, there appears to be a progressive decline in the endogenous inhibition of nocturnal cortisol secretion in both men and women, as reflected by a delay of the onset of the quiescent period and higher nocturnal cortisol levels.

In contrast to the rapid decline of SWS and GH secretion from young adulthood to midlife, the impact of age on REM sleep, sleep fragmentation, and evening cortisol levels does not become apparent until later in life. As illustrated in Figure 26-10, REM sleep, wake after sleep onset, and evening cortisol levels follow the same chronology of aging, that is, no alteration until midlife, and then a steady rise from midlife to old age. There is a significant negative relationship between the loss of REM sleep in old age and the inability to achieve or maintain the quiescence of the corticotropic axis. Both animal and human studies have indicated that deleterious effects of hypothalamic-pituitary-adrenal hyperactivity are more pronounced at the time of the trough of the rhythm than at the time of the peak. Therefore, modest elevations in evening cortisol levels could facilitate the development of central and
peripheral disturbances associated with glucocorticoid excess, such as memory deficits and insulin resistance, and further promote sleep fragmentation.

**Pituitary-Gonadal Axis**
A progressive decline in testosterone levels occurs with aging in normal men. Starting at 30 to 40 years of age, testosterone concentrations decrease by 1% to 2% per year. In elderly men, the diurnal variation of testosterone is still detectable, but the nocturnal rise is markedly damped. One study indicated that the considerable interindividual variability of testosterone levels in healthy elderly men might be partly related to differences in sleep quality. Indeed, both total and free (i.e., biologically active) morning testosterone levels were significantly correlated with total sleep time achieved during a night of laboratory polysomnography. A difference in total sleep time between 4.5 and 7.5 hours translated into a clinically meaningful difference in total testosterone levels, as concentrations around 200 to 300 ng/dL are considered to be...

---

**Figure 26-10** Mean (SEM) amounts of wake after sleep onset (top panel), slow-wave sleep (stages III and IV, middle left panel), REM sleep (middle right panel), growth hormone (GH) secretion during sleep (lower left panel) and nadir of plasma cortisol concentrations (lower right panel) by age group in 149 healthy nonobese men. Sleep stages are expressed as a percentage of the sleep period, defined as the time interval between sleep onset and final morning awakening. (From Van Cauter E, Leproult R, Plat L. Age-related changes in slow wave sleep and REM sleep and relationship with growth hormone and cortisol levels in healthy men. JAMA 2000;284:861-868.)
Type 2 Diabetes

As mentioned previously, there is evidence indicating that type 2 diabetes is associated with poor sleep quality, both by self report and based on actigraphy.\textsuperscript{115,170} There is also emerging evidence for a high prevalence of OSA in diabetics.\textsuperscript{171-175} It has been suggested that the presence and severity of OSA may have clinically significant adverse effects on glycemic control.

There is also evidence that CPAP treatment of OSA in diabetic patients may have beneficial effects on glycemic control. Out of 6 studies that assessed glycemic control in a total number of nearly 150 diabetic patients with OSA, 5 were positive.\textsuperscript{176-180} Notably, the negative study reported an average nightly therapeutic CPAP use of only 3.6 hours.\textsuperscript{181}

**Polycystic Ovary Syndrome**

Polycystic ovary syndrome, the most common endocrine disorder of premenopausal women, is characterized by hyperandrogenism, obesity, insulin resistance, and an elevated risk of type 2 diabetes. Insulin resistance is often referred to as a hallmark of PCOS.\textsuperscript{182,183} It has been suggested that the presence and severity of OSA may have clinically significant adverse effects on glycemic control.

There is also evidence that CPAP treatment of OSA in diabetic patients may have beneficial effects on glycemic control. Out of 6 studies that assessed glycemic control in a total number of nearly 150 diabetic patients with OSA, 5 were positive.\textsuperscript{176-180} Notably, the negative study reported an average nightly therapeutic CPAP use of only 3.6 hours.\textsuperscript{181}

**Obesity**

Obesity is a major risk factor for OSA.\textsuperscript{163} Complaints of daytime sleepiness may be present in obese subjects even in the absence of OSA.\textsuperscript{164,167} In obese subjects without OSA, there may be disturbances in sleep architecture, including lighter and more fragmented sleep as compared to nonobese controls.\textsuperscript{165} Excessive daytime sleepiness has been found in 35% of obese subjects (BMI 40 ± 6 kg/m\(^2\)) without OSA compared to 2.7% in age-matched nonobese controls.\textsuperscript{166} It has been proposed that excessive daytime sleepiness has been found in 35% of obese subjects (BMI 40 ± 6 kg/m\(^2\)) without OSA compared to 2.7% in age-matched nonobese controls.\textsuperscript{166} It has been proposed that excessive daytime sleepiness and fatigue (i.e., tiredness without increased sleep propensity) in obese individuals without OSA could be due to a disruption of sleep homeostasis caused by elevated levels of proinflammatory cytokines released by visceral fat (interleukin-6 and tumor necrosis factor-\(\alpha\)).\textsuperscript{158} In a cohort of 1300 middle-aged men and women who had one night of laboratory polysomnography, 47% of obese subjects reported subjective sleep disturbances (insomnia, sleep difficulty, excessive daytime sleepiness) as compared to 26% of nonobese individuals. Thus, the association between short sleep and high BMI evidenced in multiple epidemiologic studies may partly reflect the high prevalence of sleep disturbances and emotional stress.\textsuperscript{169}
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Clinical Pearl

Sleep exerts marked modulatory effects on most components of the endocrine system and has an important impact on glucose regulation. There is rapidly accumulating evidence from both laboratory and epidemiologic studies indicating that sleep loss and poor sleep quality are associated with hormonal disturbances and an increased risk of obesity and diabetes. Sleep disorders may also exacerbate the severity of an existing condition. Findings suggest that part of the constellation of hormonal and metabolic alterations that characterize normal aging may reflect the deterioration of sleep quality. Strategies to improve sleep quality may have beneficial effects on endocrine and metabolic function.
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**ABSTRACT**

The gastrointestinal system is regulated by both the auto-
nomic nervous system and the enteric nervous system (ENS),
a complex network of neurons located within the entire luminal gastrointestinal tract.

Esophageal peristalsis is largely regulated by the ENS and, to a much lesser extent, by vagal input. There is a diminution in peristaltic amplitude and a substantial decrease in the swallow rate and concomitant prolongation of esophageal acid clearance during sleep. Transient lower esophageal sphincter relaxations have been shown to be decreased during sleep.

The basic myoelectric activity of the stomach is regulated by a gastric pacemaker located in brainstem that emits a basic electrical rhythm of approximately three cycles per minute and forms the basis for the production of gastric contractile activity. There is also periodic electrical spike activity associated with gastric contractions. This basic electrical cycle can be measured noninvasively with appropriately placed elec-

**INTRODUCTION**

A description of the normal physiology of any organ system rarely includes the normal alterations of that system during sleep. It would seem inappropriate that nearly one third of the functioning time of an organ system would be ignored in describing its functioning. Profound alterations have been documented during sleep in describing normal physiology, yet these changes do not become part of the litany in describing normal physiology. Sleep-related, or circadian changes, have been most commonly addressed in describing blood pressure and the definition of hypertension, but this has not been accomplished with either the description of or clinical application of sleep-related changes in gastrointestinal (GI) physiology. This can be largely attrib-
uted to the inaccessibility of the luminal GI tract to easy measurement. Monitoring any of the basic functions of the GI system requires invading an orifice, which is an unpleasant experience and one that would generally be assumed to be disruptive of normal sleep.

The functioning of the luminal GI tract (to which this review is confined) reflects the final common pathway of a complex interaction of the central nervous system (CNS) with both the autonomic nervous system (ANS) and the ENS. The latter is a complex neuronal network that is woven throughout the subserosal layers of the luminal GI tract. The ENS provides an autonomous source of GI motor activity. The movement through the GI tract is controlled and regulated by the ENS and the ANS, and the interaction of these two influences ultimately deter-
mines that appropriate movement, at an appropriate rate, occurs throughout the passage from mouth to anus.

Alterations in GI functioning during sleep appear to be quite different depending on the particular organ studied and its function within the GI system. For example, spon-
taneous esophageal function is markedly reduced during sleep because there is no need for this organ to function except in the event of food being transmitted from the upper esophageal area. This rarely occurs without voli-
tional swallowing, which is diminished significantly during sleep. On the other hand, rectal motor activity persists during sleep, which appears to be a mechanism necessary to preserve continence during sleep.

The ultimate description of GI functioning and its complex physiology requires that autonomic and central control be separated from the intrinsic control generated by the ENS. Because sleep essentially represents a relative state of reversible isolation from cortical influences, the study of GI motor functioning during sleep allows an assessment of autonomous activity without higher cortical influence. Thus, the study of GI motility during sleep allows the separation of CNS and ENS processes and a more clear understanding of what has been referred to as the brain-gut axis. More information on the interaction between gastrointestinal disorders and sleep is described by this author in Chapter 127 of this volume.

**HISTORICAL ASPECTS**

Interest in GI physiology during sleep preceded the develop-
ment of sophisticated techniques for monitoring GI function by at least 100 years. For example, Friedenwald, 1 in 1906, described the secretory function of the stomach during sleep and reported that it was not appreciably altered. In 1924, Johnson and Washeim 2 reported a decrease in the volume of gastric juice secreted during sleep, and, in addition, they reported an increase in the acidity of the gastric juice. Henning and Norpoth 3 measured acidity hourly during sleep, and they reported that sleep was associated with a cessation of acid secretion and,
conversely, patients with gastric ulcers did appear to maintain continuous acid secretion. These results were confirmed nearly 20 years later.9

In 1915, Luckhardt1 described the inhibition of gastric motility during periods of sleep, which, from his description, sounded like rapid eye movement (REM) sleep. His observations were made in dogs and were described in association with “sonorous respiration” (snoring?), irregular breathing, movements of the forelimbs and hindlimbs, and occasional “abortive yelps.” Luckhardt stated, “I assumed that the dog was experiencing during sleep a form of cerebral excitation akin to or identical with the dreaming state in man.”

A few years later, in 1922, Wada6 reported an extensive study of hunger and its relation to gastric and somatic activity by use of simultaneous records of gastric contractions and body movements during sleep. Gastric contractions were reported that were often associated with body movements and reports of dreaming. The techniques used in these studies were obviously somewhat crude, but it is clear that interest in GI function during sleep was not a development of the more modern era of sleep investigation.

GASTRIC FUNCTION DURING WAKE AND SLEEP

Acid Secretion

Gastric acid secretion has been shown to exhibit a clear circadian rhythm, which was initially described by Sandweiss and colleagues.7 It remained, however, for Moore and Englert to provide a definitive description of the circadian oscillation of gastric acid secretion in normal subjects.8 These investigators described a peak in acid secretion occurring generally between 10:00 PM and 2:00 AM while confirming already established data that indicated that basal acid secretion in the waking state is minimal in the absence of meal stimulation. Similar results have been described in patients who have duodenal ulcer (DU) disease with levels of acid secretion markedly enhanced throughout the circadian cycle.9,10 It is clear from these results that there is an endogenous circadian rhythm of unstimulated basal acid secretion, but it is not clear that this is specifically altered in any way by sleep.

Initial interest in the role of sleep in gastric acid production was stimulated by the work of the eminent University of Chicago surgeon Dr. Lester Dragstedt.11 An interest in the pathogenesis of DU disease and the possible role of nocturnal gastric acid secretion in this process was further stimulated by the studies of Levin and colleagues.9,12 They analyzed hourly samples of acid secretion in both normal subjects and patients with DU disease, and they identified nearly continuous acid secretion throughout the night in normal volunteers. They described a considerable degree of night-to-night and subject-to-subject variation. In contrast to the normal subjects, there were increases in both volume and acid concentration during sleep in patients with DU disease as suggested earlier for premier study. Although emphasizing night-to-night variation, they found that the patients with DU disease who tended to be high secreters were consistently high, and those who were low secreters were consistently low. These studies paved the way for more extensive investigations into the role of nocturnal acid secretion in the pathogenesis of DU disease. This study is at variance with the study by Sandweiss and colleagues,7 which did not find a substantial difference in nocturnal acid secretion between normal subjects and patients with DU. These discrepant results may be due to varying degrees of ulcer activity in the patients studied. As previously noted, perhaps the most influential work in nocturnal gastric acid secretion has been done by Dragstedt.11 Using hourly collections of overnight acid secretion in normal subjects and in patients with DU disease, he reported that the nocturnal acid secretion in patients with DU disease is 3 to 20 times greater than that in his normal subjects. He reported that this greater secretion was abolished by vagotomy, which invariably produced prompt ulcer healing. These data were interpreted to be strong evidence in favor of a “nervous” origin for DU disease.

The decade of the 1950s ushered in the “golden age” of sleep investigation. The realization that sleep is not a unitary, passive state of consciousness focused considerable interest on its unique physiology. The first study to describe gastric acid secretion during conditions of polysomnographic (PSG) monitoring was reported in 1960 by Reichsman and colleagues.13 Using relatively crude determinations of stages of sleep, they found no correlation between gastric acid secretion and sleep stages in normal subjects. A subsequent study by Armstrong and colleagues14 reported the rather startling finding of a hypersecretion of acid during REM sleep in patients with DU disease. Both of these studies suffered from a major methodological flaw in that they used drugs to induce sleep. Another problem in these studies was the relatively small data sample per subject, in most cases only a single night. Earlier studies documented the considerable night-to-night variability in acid secretion. Thus, studying a patient or a normal volunteer for a single night with a nasogastric tube would undoubtedly result in numerous awakenings and generally poor sleep, with correspondingly more variable acid secretion.

Stacher and colleagues15 studied gastric acid secretion in a group of normal volunteers during PSG-monitored natural sleep. They reported no significant differences in acid secretion during the non–rapid eye movement (NREM) stages of sleep; however, they reported that REM sleep was associated with an inhibition of acid secretion. This study, although avoiding the use of drugs to induce sleep, used a rather cumbersome technique for determining acid output. It was measured by an intragastric titration from a telemetric pH capsule and involved numerous disruptions in the patients’ sleep. Thus, although it was natural sleep, it was at best fragmented sleep.

The variability of these results and the various methodological problems of previous studies prompted a concurrent study of both normal subjects and patients with DU disease. Orr and colleagues16 studied five normal volunteers and five patients with DU disease, and each subject was studied for 5 consecutive nights in the sleep laboratory. The study involved continuous aspiration of gastric contents divided into 20-minute aliquots for gastric analysis as well as complete PSG monitoring for the determination of sleep stages. In addition, serum gastrin levels were
assessed at 20-minute intervals throughout the study. The results did not reveal any significant correlation between the sleep stage (REM vs. NREM) and acid concentration or total acid secretion. Furthermore, there was no relationship between any of these variables and serum gastrin levels. These data did show, however, that the patients with DU failed to inhibit acid secretion during the first 2 hours of sleep, which was consistent with the previously reported studies by Levin and colleagues,\(^{12}\) which suggested that acid secretion is poorly inhibited during sleep in patients with DU disease.

In conclusion, the data would support the presence of a clear-cut circadian rhythm in basal acid secretion, with a peak occurring in the early part of the normal sleep interval. However, there are no definitive data at the present time that would suggest a major effect of sleep stages on this process. If one conclusion can be drawn from the various studies that have been done assessing gastric acid secretion during sleep, it would be that acid secretion is extremely variable from night to night and from person to person, and for this reason definitive conclusions require numerous replications across and within a large number of subjects and patients. The extremely demanding logistics of sleep studies, as well as the obvious aversive aspects of probe placement via the nasal passages or anal canal make the acquisition of such data exceedingly difficult.

**Gastric Motor Function During Sleep**

The motor function of the stomach serves to empty solids and liquids into the duodenum at an appropriate rate and pH. The stomach is functionally divided into two sections: the fundus of the stomach functions primarily to control liquid emptying into the duodenum, whereas the antrum controls emptying of solids.\(^{17}\) Because liquids and solids are handled differently by the stomach, the regulation of gastric emptying is correspondingly complicated, involving intrinsic regulation of motor activity as well as specific alterations associated with the ingestion of liquids and solids. Thus, although gastric emptying itself can be regarded as the final common pathway reflecting the motor activity of the stomach, one must keep in mind that the processes of liquid and solid emptying are regulated by quite different mechanisms.

There have been many reports of gastric motility during sleep, with sometimes contradictory results. Inhibition of gastric motility during sleep was documented in a study by Scantlebury and colleagues,\(^{18}\) in which they implicated the “dream mechanism” as a part of this inhibitory process. A cortical inhibitory mechanism acting through the splanchnic nerve is the postulated mechanism of this inhibition. Nearly 30 years later, using somewhat more sophisticated measurement techniques, Bloom and colleagues\(^{19}\) found that gastric motility was enhanced during sleep, compared with waking. Baust and Rohrwasser\(^{20}\) studied gastric motility during PSG-monitored sleep, and they also described a marked enhancement in gastric motility during sleep, but their findings were restricted to REM sleep. Only a year later, a decrease in gastric motility during REM sleep was reported.\(^{21}\) No consistent findings concerning alterations by sleep stage were noted in a study in unanesthetized and unrestrained cats.\(^{22}\)

Hall and colleagues\(^{23}\) reported data on gastric emptying during sleep. This study required the patient to sleep with a nasogastric tube through which 750 ml of 10% glucose was administered. After 30 minutes, the gastric contents were aspirated, and the residual volume was determined. Aspiration was followed by a washout meal of 150 ml of saline. This process was done during the presleep waking interval, during NREM and REM sleep, and during postsleep waking. These data suggested a more rapid gastric emptying during REM sleep and a slower emptying during the postsleep–waking state. The emptying of a hypertonic solution is controlled by vagally mediated osmoreceptors in the duodenum. These data, therefore, would suggest a possible anticholinergic action during REM sleep and a cholinergic process during the postsleep–waking state. These data represent only an approximation of the alterations in gastric emptying during sleep because these measurement techniques are relatively crude, and gastric emptying is a complex process.

Dubois and colleagues\(^{24}\) have described a technique that permits the simultaneous assessment of acid secretion, water secretion, and the fractional rate of emptying. These techniques have been applied to the assessment of gastric functioning during sleep; the results indicate that in normal subjects, acid secretion, water secretion, and the fractional rate of emptying all showed significant decrements during sleep.\(^{25}\) There did not appear to be any differences between REM and NREM sleep, but all of these measures demonstrated a significant difference between presleep waking and REM sleep. Data obtained by use of radionuclide emptying assessments suggest that this difference may be a circadian, rather than a sleep-dependent, effect. Studies by Goo and colleagues\(^{26}\) have shown a marked delay in gastric emptying of solids in the evening, compared with the morning.

Gastric motor functioning is characterized by an endogenous electrical cycle generated by the gastric smooth muscle. The electrical rhythm is generated by a pacemaker located in the proximal portion of the greater curvature of the stomach.\(^{27}\) The electrical cycle occurs at a frequency of approximately three per minute and represents the precursor to contractile activity of the stomach, which allows movement of gastric contents to the antrum and subsequent emptying into the duodenum.

The gastric electrical rhythm can be measured by surface electrodes placed in the periumbilical area. The identification of this basic motor function of the stomach requires highly sophisticated measurement, digital filtering, and spectral analysis to describe the parameters of this oscillation.\(^{28}\) The noninvasive measurement of the gastric electrical rhythm is called electrogastrography (EGG). The progressive sophistication of the measurement and analytic techniques has allowed a reliable noninvasive technique to measure an important function of the GI system.

The sophisticated analysis of gastric electrical activity has documented three fundamental characteristics of this electrical rhythm that determine its normal activity. First, the power in the frequency band is approximately three per minute. This is essentially a method of quantifying the extent to which the wave approximates a sinusoidal rhythm,
and the power reflects the peak-to-peak amplitude of the cycle. Second, more sophisticated techniques devised by Chen and colleagues have allowed a minute-by-minute characterization of the cycle. This has permitted other parameters to describe the normal function of the gastric electrical rhythm. For example, 1-minute segments can be analyzed for 15 to 20 minutes and the percentage of 1-minute segments in which the peak amplitude is located at the dominant frequency can be calculated. Normal is approximately 70% or greater. Third, this technique of 1-minute segmental analysis, termed the running spectrum, also allows determination of the instability coefficient, which describes the variability of the center frequency of the cycle. A larger coefficient means greater instability of the endogenous oscillation.

Generally, it has been thought that the gastric electrical rhythm is a product of the endogenous functioning of the gastric electrical pacemaker and that it is generally without influence from the CNS. However, sleep studies have challenged this traditional belief. Initially, studies showed a significant decline in the power in the three-per-minute lapsed this traditional belief. Initially, studies showed a significant decline in the power in the three-per-minute cycle during NREM sleep. There is a significant recovery of this toward the waking state during REM sleep. Further preliminary data from our laboratory have used running spectral analysis to describe a profound instability in the functioning of the basic electrical cycle during NREM sleep. These two studies clearly suggest that NREM sleep is associated with a marked alteration or destabilization of the basic gastric electrical rhythm. It might be concluded from these results that higher cortical input or a degree of CNS arousal must be present in order to stabilize and promote normal gastric functioning and consequently normal gastric emptying.

It would seem clear from the results described that definitive statements concerning the alteration of gastric motor function and gastric emptying during sleep or specific sleep stages cannot be made. Difference in methodology used could explain such discrepancies. It would have to be concluded that gastric motor function appears to be diminished during sleep, but it is not clear whether this is specifically the result of altered gastric emptying attributable to sleep, per se, or whether this is simply a natural circadian rhythm independent of sleep.

**SWALLOWING AND ESOPHAGEAL FUNCTION**

Interest in esophageal function during sleep was stimulated by 24-hour esophageal pH studies, which documented the important role of nocturnal gastroesophageal reflux (GER) in the pathogenesis of reflux esophagitis. Gastrosophageal reflux may occur in normal people even while upright and awake (Fig. 27-1). This occurrence was identified primarily postprandially in normal subjects and was associated with multiple episodes of reflux that were relatively rapidly (in less than 5 min) neutralized. Studies by these investigators and others have documented that in normal individuals, sleep is relatively free of episodes of GER. The utilization of 24-hour pH studies to describe GER during the circadian cycle has focused on the description of subject reports of recumbency and the extent to which that positional report can adequately represent the sleeping interval. In a study of normal subjects and patients with gastroesophageal reflux disease (GERD) it was shown that recumbent waking is distinctly different from recumbency noted during the sleeping interval in that the latter is associated with overall less acid contact (Fig. 27-2). However, when reflux does occur during sleep, it is associated with a marked prolongation in the acid clearance time (Fig. 27-3). Data from these studies suggest that the prolongation in acid clearance during sleep is due to several factors. First, and perhaps most important, there is a delay in the conscious response to acid in the esophagus during sleep, and studies have documented that an arousal response almost invariably precedes the initiation of swallowing.

In fact, a relatively predictable and inverse relationship has been described between the acid clearance time and the amount of time the individual spends awake during the acid clearance interval. That is, if an individual responds with an awakening and subsequent swallowing when acid is infused in the distal esophagus during sleep, clearance is substantially faster than if an individual has a prolonged latency to the initial arousal response. Another important aspect of complete neutralization of the acidic distal
esophagus is salivary flow. It has been demonstrated that saliva is essential to the neutralization of the acidic esophagus. This finding is important because it has been shown that salivary flow stops completely with the onset of sleep, which would therefore substantially retard the acid neutralization. It is well known that swallowing initiates the acid clearance process, and, in general, swallowing is considered a volitional act. Thus, one would expect that it would be substantially depressed during altered states of consciousness, such as sleep. Studies have clearly confirmed this supposition by showing a significant diminution in swallowing frequency during sleep. Although the state of sleep certainly depresses the frequency of swallows, it appears that swallowing is usually associated with a brief arousal response. Studies on normal volunteers suggest that even though the swallowing frequency is substantially diminished during sleep, peristalsis appears to be completely normal. This includes primary peristalsis, which is initiated by a swallow, and secondary peristalsis, which is not preceded by a swallow. However, in a study of cats, it was noted that, although swallowing frequencies diminished during sleep as noted in human beings, peristaltic amplitudes are hypotonic during REM sleep. Thus, it can be concluded that alterations in esophageal acid clearance during sleep would be primarily the result of two factors: decreased swallowing frequency and absence of salivary flow.

A study has addressed the issue of esophageal function during sleep and has clearly shown that esophageal motor activity is sleep stage dependent. This study showed that the frequency of primary contractions in the esophagus (peristaltic contractions preceded by a swallow) diminish progressively from stage 1 to stage 4 sleep. Of interest is the fact that secondary peristaltic contractions (spontaneous contractions) showed a similar decline from waking to stage 4 sleep but showed a significant recovery during REM sleep. Similarly, a more recent study describing upper esophageal sphincter (UES) functioning during PSG-monitored sleep showed a progressive decline during NREM sleep with a modest bump up during REM sleep (Fig. 27-4). This suggests that skeletal muscle tone (the UES is primarily the cricopharyngeus muscle), as well as spontaneous, or secondary, esophageal peristaltic contractions are perhaps more influenced by the endogenous level of CNS arousal. As has been described in previous studies, this study identified long periods of nocturnal esophageal motor quiescence with apparently random bursts of contractions. Secondary peristaltic contractions during sleep were noted to be of diminished amplitude and shorter duration when compared with primary contractions. In addition, primary peristaltic contractions appeared to be of higher amplitude during sleep than during waking. This supports the notion that primary and secondary contractions may be controlled by different mechanisms and that waking CNS influences may inhibit primary peristaltic contractions. These results await confirmation by other studies. It would appear from these data that studying esophageal function during sleep allows a clearer understanding of central, peripheral, and enteric nervous system mechanisms controlling esophageal function.

Gastroesophageal reflux has been shown to occur during sleep, primarily during NREM stage 2 (Fig. 27-5). The actual mechanism of GER during sleep has been addressed in an elegant study which utilized a specially designed monitoring device. The lower esophageal sphincter (LES) pressure was continuously monitored during sleep. In addition, a pH probe was placed in the distal esophagus
to identify episodes of GER. They determined that the majority of episodes of reflux occurred in association with a spontaneous decline in the lower esophageal sphincter pressure to close to the intragastric pressure. This pressure decline creates a common cavity between the stomach and the esophagus, and because there is a 5-mm Hg pressure gradient between the stomach and the midesophagus, this would create a situation particularly conducive to the reflux of gastric contents into the esophagus. As also noted in other studies, the majority of these episodes were associated with a brief arousal response, although they were identified in some cases without movement.47,48 Other reflux events were noted to occur when the LES pressure was clearly above the intragastric baseline, thereby creating a pressure barrier to reflux. Under these circumstances, reflux occurs mechanically, by the creation of intra-abdominal pressure that is sufficient to overcome the pressure barrier in the LES. Thus, reflux could occur under these circumstances during transient arousals from sleep associated with positional change, coughing, or swallowing.

The UES serves as an additional protective barrier to prevent the aspiration of noxious material into the lungs. The upper esophageal sphincter is tonically contracted, and a pressure of between 40 and 80 mm Hg usually exists within this sphincter. Swallowing induces a reflex relaxation to allow the positioning of food and liquids in the upper esophagus, where the normal peristaltic mechanism transports these materials into the stomach. The tonic contraction of the upper esophageal sphincter therefore prevents the ingestion of material into the esophagus with a previous volitional swallow. A study has documented relatively little change in the functioning of the upper esophageal sphincter during sleep, including REM sleep.49 Only a modest decline in the resting pressure was noted. This observation is somewhat surprising because the cricopharyngeal muscle is a skeletal muscle, and if this finding can be verified, it would be one of the few skeletal muscles in the body that does not show a substantial inhibition during REM sleep. In fact, in the more recent study noted earlier, this skeletal muscle shows significant decline in basal pressure in the upper sphincter, and an increase, rather than decrease during REM sleep (see Fig. 27-3).44 Obviously, persisting tone in the upper esophageal sphincter during REM sleep is advantageous because it protects the lungs from the aspiration of gastric contents. For more information on the GER related to sleep disorder breathing, see Chapter 127.

INTESTINAL MOTILITY DURING SLEEP

The primary functions of the small and large intestine are transport and absorption. These functions are intimately related in that, for example, rapid transit through the colon results in poor absorption and loose, watery stools, whereas slow transit results in increased water absorption, slow transit of fecal material to the rectum, and the clinical consequence of infrequent defecation and complaints of constipation. Alterations in the motor function of the lower bowel are evident from clinical phenomena, such as the occurrence of nocturnal diarrhea in diabetics and nocturnal fecal incontinence, which is commonly noted in patients with ileoanal anastomosis.50

The accessibility of the motility of the GI tract to monitoring decreases with distance from the oral cavity. The earliest attempts at measurement were purely observational. Cannon,51 for example, fluoroscopically observed the progress of food through the intestines of the cat. Similar observational techniques were employed by subsequent investigators to describe the differences in intestinal motility during waking and sleep.52,53 These individuals exteriorized a small section of dog intestine and determined via visual observation that motility was relatively unaffected by sleep. In 1926, a similar fluoroscopic observation of exteriorized human intestine was made.54 In agreement with the animal studies, these observations reported no change in intestinal motility during sleep.

Prolonged monitoring of the large and small bowel by use of a variety of sophisticated techniques, including telemetry, implanted microelectrodes, and suction electrodes, has allowed a more comprehensive description of intestinal motor activity. On the basis of these studies, tonic activity in the stomach and small bowel has been described as a basic electrical rhythm and as more phasic phenomena, such as the migrating motor complex (MMC), which is a wave of intestinal contraction beginning in the stomach and proceeding through the colon. The MMC consists of a dependent pattern of interdigestive motor phenomena. Subsequent to food ingestion there is an interval of motor quiescence termed phase I. This is followed by a period of somewhat random contractions throughout the small bowel and this is called phase II. Phase III describes a coordinated peristaltic burst of contractile activity that proceeds distally throughout the small bowel. Food ingestion establishes a pattern of vigorous contraction throughout the distal stomach and small bowel. If no food enters the stomach, the MMC cycle has a period of about 90 minutes.55

In a recent study55 the activity of the MMC subsequent to a meal was assessed during waking and during subsequent sleep. In addition, they assessed the behavior of a variety of regulatory peptides. They concluded that post-prandial intestinal motor activity was substantially altered by sleep, primarily a reduction in the fed pattern of intestinal motility. Because there was little appreciable alteration in peptide levels, the authors concluded that the alteration in small bowel motility was most likely neurally mediated. The authors noted that responses were similar to those described after vagotomy in the waking state. This suggests that reduced levels of arousal result in diminished vagal modulation of the ENS.

Jejunal motor activity has been described in 20 normal subjects during sleeping and waking states; no differences in the incidence of migrating motor complexes activity were found.56 Another study reported that sleep prolonged the interval between motor complexes in the small intestine.57 A subsequent study by the same group revealed a sleep-related diminution in the number of contractions of a specific type in the jejunum.58 These changes were also seen in patients with DU and vagotomies as well as in normal subjects, which suggests that this phenomenon is independent of vagal control and unaffected by duodenal disease. The issue of the alteration of the MMC during
Sleep has been addressed, and results showed a statistically significant relationship between REM sleep and the onset of MMCs originating in the duodenum. A study has described an obvious circadian rhythm in the propagation of the MMC, with the slowest velocities occurring during sleep. This finding appears to be the effect of a circadian rhythm rather than a true modulation by sleep. These results have been confirmed by a study which also noted that the esophageal involvement in the MMC was decreased during sleep, with a corresponding tendency for MMCs to originate in the jejunum at night. The relationship between the MMC cycle and REM sleep has been described. It was found that during sleep, there was a significant reduction in the MMC cycle length as well as the duration of phase II of the MMC. The MMCs were distributed equally between REM and NREM sleep with no obvious alteration in the parameters of the MMC by sleep stage. These data give evidence of alteration in periodic activity in the gut during sleep, but they are also consistent with the notion that the two cycles (i.e., MMCs and REM sleep) are independent. The same group of investigators have examined how the presence or absence of food in the GI tract alters small bowel motility during sleep. A late evening meal restored phase II activity of the MMC, which is normally absent during sleep. These MMC changes during the sleeping interval have been substantially confirmed by subsequent ambulatory studies but without the benefit of PSG.  

With the development of more sophisticated electronic measuring and recording techniques, more accurate measures of intestinal motility have been possible in both animals and humans. Unfortunately, these studies have produced results that conflict with those noted earlier from direct observation. Decreases in small intestinal motility during sleep were reported in two separate studies conducted 20 years apart. Specific duodenal recordings in humans have been conflicting, showing no change in one instance and a decrease in duodenal motility during sleep in another.  

A different approach to duodenal recording was employed to record duodenal electromyographic (EMG) activity during various stages of sleep. This showed an inhibition of duodenal EMG activity during REM sleep and an increase in activity with changes from one sleep phase to another. In a subsequent study, a decrease in duodenal EMG activity during sleep was described by the same group. They also noted an activity rhythm of 80 to 120 minutes per cycle that was impervious to the changes associated with the sleep–wake cycle.

**SLEEP, ABDOMINAL PAIN, AND IRRITABLE BOWEL SYNDROME**

Sleep, intestinal motility, and symptoms of abdominal pain have been studied in patients with irritable bowel syndrome (IBS). Striking differences between sleeping and waking small bowel motor activity have been described. The marked increase in contractility seen in the daytime is notably absent during sleep. In a related study, it was noted that propulsive clusters of small bowel motility were somewhat enhanced in the daytime in patients with IBS, and this distinguished them from controls. Patients often had pain associated with these propulsive contractions, but there was no difference in small bowel activity between patients with IBS and controls during sleep. Interestingly, an increase in REM sleep has been described in patients with IBS. This has been proposed as evidence of a CNS abnormality in patients with this complex, enigmatic disorder. The relationship of pain to motor abnormalities of the luminal GI tract has had varying results and it has proven difficult to link, for example abdominal pain to any specific intestinal motor disorder. The issue of abdominal pain in IBS is more thoroughly discussed in Chapter 127.

**EFFECT OF INTESTINAL MOTILITY ON SLEEP**

Although this chapter has concentrated on the effects of sleep on GI motility, there have been some fascinating studies addressing the issue of how intestinal motility may affect sleep. A practical and provocative thought concerning this issue relates to the familiar experience of postprandial somnolence. There is some question about whether it actually exists. These thoughts raise the issue of whether there may be changes in the GI system with food ingestion that could produce a hypnotic effect. Along these lines, an intriguing observation was made by Alverez in 1920. He noted that distention of a jejunal balloon caused his human subject to drop off to sleep. The hypnotic effects of afferent intestinal stimulation have also been documented in animal studies. Perhaps the most notable work was a study which induced cortical synchronization in cats by both mechanical and electrical stimulation of the small bowel. These results were interpreted to be the effect of rapidly adapting phasic afferent fibers from the small intestine carried to the CNS via the splanchnic nerve. These data strongly suggest the existence of a hypnotic effect of luminal distention.

In a subsequent study, these same investigators reported an increase in the duration of slow-wave sleep and an increase in the number of episodes of paradoxical sleep in cats subjected to low-level intestinal stimulation. The authors also acknowledged the possible hypnotic role of intestinal hormones such as cholecystokinin, and they cited a study in which administration of intestinal hormones produced a pronounced increase in paradoxical sleep episodes. The final common pathway of the afferent stimulation from the intestinal tract would presumably result in an increase in sleepiness subsequent to either luminal distention or hormonal secretion postprandially. In a fascinating study concerning neuronal processing during sleep, it was shown that neurons in the visual cortex, which usually respond to visual stimulation in the waking state, are activated during sleep by electrical stimulation of the stomach and small bowel.

In an attempt to document the presence of postprandial sleepiness objectively, a study was undertaken to measure sleep onset latency both with and without a prior meal. Statistically, the results of this test did not support the presence of documentable postprandial sleepiness in 16 normal volunteers. However, it was obvious from these results that there was a small group of individuals in whom there was clearly a substantial decrease in the sleep onset latency after ingestion of a meal. This phenomenon seems
to be affected by many variables including the volume of the meal, the meal constituents, and the circadian cycle of the individual. In a follow-up study, this same group tested the hypothesis thatafferent stimulation from the gastric antrum would enhance postprandial sleepiness. This was tested by comparing an equal volume distention of the stomach with water to an equal caloric solid meal and liquid meal. Sleep onset latency was determined subsequent to each of these conditions. Because antral stimulation results from the digestion of a solid meal, sleep onset latency should be shorter subsequent to the consumption of the solid meal. This was confirmed in this study in that the sleep onset latency after the solid meal was significantly shorter than the equal volume water condition. These results are compatible with the animal studies cited earlier and lend further support to the notion that contraction of the lumen of the GI tract produces afferent stimulation, which induces drowsiness.

**COLONIC AND ANORECTAL FUNCTION DURING SLEEP**

The colon has two main functions: transport and absorption. These are critically determined by the motor activity of the colon, which determines the rate of transport and, therefore, indirectly, the rate of absorption from the colonic lumen. Thus, alterations in colonic motility will have significant consequences in terms of transit through the colon and water absorption and ultimately clinical consequences such as constipation and diarrhea.

In the early 1940s a study described a decrease in colonic function during sleep. These results have been confirmed by two other studies that included measurements of the transverse, descending, and sigmoid colon. In one of these studies, a clear inhibition of colonic motility index is evident during sleep in the transverse, descending, and sigmoid colon segments, with a marked increase in activity on awakening. Certainly, this explains the common urge to defecate on awakening in the morning. Neither of these studies attempted to document sleep with standard PSG. This study again noted a rather marked decrease in colonic motor activity during sleep, but it also described an interesting abolition in propagating waves during slow-wave sleep. During REM sleep, the frequency of propagating events rose substantially. Other studies do not provide evidence for any significant change in colonic motility or variability in the rectosigmoid colon during sleep. However, a study of colonic myoelectrical activity in the human being suggested a decrease in spike activity during sleep. Again, this study does not determine whether the results are accounted for on the basis of true physiological sleep or simply reflect a circadian variation in colonic activity independent of sleep.

Collectively, these studies would suggest an inhibition of colonic contractile and myoelectrical activity during sleep, and other studies have documented the fact that there is diminished colonic tone during sleep. Resumption of the waking state, and consequently increased CNS arousal, would suggest two different effects on colonic motility. First, it appears that spontaneous awakening does induce high-amplitude peristaltic contractions as described by Narducci and noted earlier, and this appears to be somewhat different than colonic motor activity induced by a sudden awakening from sleep. In one study, sudden awakenings from sleep induced a pattern of segmental colonic contractions, rather than the propagating high-amplitude peristaltic contractions noted in a previous study. These data are of considerable interest in that they demonstrate not only the influence of higher cortical functions on colonic motility but also the fact that the state of consciousness can affect the colon in rather subtle ways in terms of the induction of different patterns of colonic motility.

The striated muscle of the anal canal was evaluated during sleep in a 1953 study that included EEG documentation of sleep. These investigators described a marked reduction in EMG activity during sleep. They concluded that this muscle is under voluntary control. In another study, anal canal pressure was measured continuously during sleep, but without PSG monitoring. The results indicated a decrease in the minute-to-minute variation and the amplitude of spontaneous decreases in anal canal pressure during sleep. These results have been largely confirmed in a study involving the ambulatory monitoring of anorectal activity that noted a decrease in anal canal resting pressure during sleep, as well as alterations in rectal motor complexes (RMC) that were noted to be similar in waking and sleep in the midrectum. However, in the distal rectum, this motor pattern was found to be more prevalent during sleep. They also noted that during sleep, the anal canal resting pressure exceeded that of the rectal pressure, which would seem to be important in maintaining rectal continence during sleep. The structures of the rectum and anal canal are vital in maintaining normal bowel continence and ensuring normal defecation. In general, normal defecation is associated with sensory responses to rectal distention and appropriate motor responses of the muscles of the anal canal. These responses would include a contraction of the external anal sphincter and a transient decrease in the internal anal sphincter pressure associated with rectal distention. It is thought that the high resting basal pressure in the internal anal sphincter of the anal canal, as well as the response of the external anal sphincter to rectal distention, is critical in maintaining continence.

For assessment of the effect of sleep on these anorectal sensorimotor responses, 10 normal volunteers were studied during sleep with an anorectal probe in place. This probe permits the transient distention of the rectum via a rectal balloon while the responses of the internal and external anal sphincters can be simultaneously monitored. This study documented a marked decrease—and, in most subjects, an abolition—of the external anal sphincter response to rectal distention. The internal anal sphincter response remained unaltered. In addition, there was no evidence of an arousal response with up to 50 mL of rectal distention during sleep. The normal threshold of response in the waking state is approximately 10 to 15 mL. These results confirm that the external anal sphincter response to rectal distention is most likely a learned response, whereas the internal anal sphincter response is clearly a reflex response.
to rectal distention because it persists during sleep. It also raises certain clinical questions with regard to the phenomenon of nocturnal diarrhea and the maintenance of fecal continence during sleep. In an ambulatory study of ano-rectal functioning, it was demonstrated that external anal sphincter contractions occurred periodically during sleep, and these periodic bursts of activity were followed by motor quiescence. These spontaneous contractions were associated with a rise in the anal canal pressure, but internal anal sphincter contractions were shown to occur independently of external anal sphincter activity. The sampling reflex, which is a spontaneous relaxation of the internal anal sphincter, occurred frequently in the waking state but was markedly reduced during sleep.

An important study has shed light on intrinsic anal-rectal functioning, which is altered during sleep. These investigators confirmed the presence of an endogenous oscillation in rectal motor activity, and they have specifically noted that these bursts of cyclic rectal motor activity occupied approximately 44% of the overall recording time at night. They described the incidence of this motor activity to be nearly twofold greater at night than during the daytime. Of particular importance is the finding that the majority of contractions were propagated in a retrograde direction. Other studies have shown that rectal motor activity is not altered by REM sleep. Two other studies have shown that anal canal pressure is decreased during sleep. However, of particular interest is the fact that even though there was a diminution in anal canal pressure during sleep, anal canal pressure was always greater than rectal pressure even in the presence of cyclic rectal motor activity.

These studies collectively shed important light on the mechanisms of rectal continence during sleep. There appear to be at least two mechanisms that prevent the passive escape of rectal contents during sleep. First, rectal motor activity increases substantially during sleep, but the propagation is retrograde rather than anterograde. Furthermore, these physiologic studies have shown that, even under the circumstances of periodic rectal contractions, the anal canal pressure is consistently above that of the rectum. Both of these mechanisms would tend to protect against rectal leakage during sleep, and alterations in these mechanisms would explain loss of rectal continence during sleep in individuals with diabetes or who have undergone ileal-anal anastomosis.

CONCLUSIONS

There are marked alterations in the GI system during sleep, and these have numerous consequences in terms of normal digestive processes as well as digestive disease (reviewed in Chapter 127). Our understanding of the modulation of GI function by sleep has increased. In the future, research will focus on the direct effects on the GI physiology of orexins A and B and other neuropeptides that play a role in arousal and sleep as well as on appetite, regulation of feeding, and energy homeostasis. Clearly, the past 50 years have shown a marked increase in interest in sleep and GI physiology, and this will undoubtedly continue as the importance of sleep physiology and pathophysiology is further revealed.
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