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Preface to the Series

Experimental life sciences have two basic foundations: concepts and tools. The Neuro-
methods series focuses on the tools and techniques unique to the investigation of the nervous
system and excitable cells. It will not, however, shortchange the concept side of things as
care has been taken to integrate these tools within the context of the concepts and questions
under investigation. In this way, the series is unique in that it not only collects protocols but
also includes theoretical background information and critiques which led to the methods
and their development. Thus it gives the reader a better understanding of the origin of the
techniques and their potential future development. The Neuromethods publishing program
strikes a balance between recent and exciting developments like those concerning new
animal models of disease, imaging, in vivo methods, and more established techniques,
including, for example, immunocytochemistry and electrophysiological technologies. New
trainees in neurosciences still need a sound footing in these older methods in order to apply
a critical approach to their results.

Under the guidance of its founders, Alan Boulton and Glen Baker, the Neuromethods
series has been a success since its first volume published throughHumana Press in 1985. The
series continues to flourish through many changes over the years. It is now published under
the umbrella of Springer Protocols. While methods involving brain research have changed a
lot since the series started, the publishing environment and technology have changed even
more radically. Neuromethods has the distinct layout and style of the Springer Protocols
program, designed specifically for readability and ease of reference in a laboratory setting.

The careful application of methods is potentially the most important step in the process
of scientific inquiry. In the past, new methodologies led the way in developing new dis-
ciplines in the biological and medical sciences. For example, Physiology emerged out of
Anatomy in the nineteenth century by harnessing new methods based on the newly discov-
ered phenomenon of electricity. Nowadays, the relationships between disciplines and meth-
ods are more complex. Methods are now widely shared between disciplines and research
areas. New developments in electronic publishing make it possible for scientists that
encounter new methods to quickly find sources of information electronically. The design
of individual volumes and chapters in this series takes this new access technology into
account. Springer Protocols makes it possible to download single protocols separately. In
addition, Springer makes its print-on-demand technology available globally. A print copy
can therefore be acquired quickly and for a competitive price anywhere in the world.

Saskatoon, Canada Wolfgang Walz
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Preface

Brain trauma is a silently expanding epidemic and a major socioeconomic and public health
problem. Each year, a large number of people sustain some form of brain injury, which often
becomes a cause of death. The survivors of brain trauma experience long-term debilitating
changes in their physical, cognitive, and psychosocial status. According to the American
Academy of Neurology, 40% of former National Football League (NFL) players suffer from
brain trauma, and the US Department of Defense terms traumatic brain injury (TBI) as the
“signature injury” among Iraq and Afghanistan war veterans. These new findings have
fueled an increase in public interest in TBI. However, despite being a major cause of
mortality and morbidity, there is limited success in the development of effective treatments
for TBI. The pathophysiology is complex and involves both primary and secondary injury
mechanisms. In clinical practice, aside from surgical intervention in a few selected cases,
management of the disease is primarily supportive to prevent progressive secondary injury to
the brain. Management of mild TBI and repeated subconcussive brain trauma is particularly
difficult because of the lack of diagnostic guidelines and delayed-onset neurodegenerative
nature of this condition. The burden of mortality and residual disability demands a more
analytical approach to understand the complexity of TBI and factors that affect outcomes.
The past few years have seen some extraordinary inventions and technological advancement
in the TBI field. In recognition of growing advancement in the area of brain trauma
research, there is a need to provide comprehensive information on the tools and techniques
used in preclinical and clinical settings. This book has made an attempt to integrate chapters
from experts across the field to address current perspectives and knowledge gaps in the field
of TBI. The topics range from development of in vitro and animal TBI models to diagnostic
imaging and disease monitoring in patients, as well as designing of preclinical and clinical
trials. The book is edited to achieve a level of writing that is academically rigorous to address
the needs of TBI researchers. We hope that this translational book will provide both basic
scientists and clinical researchers with a comprehensive reference on the fundamental
techniques and their potential application in the field of TBI.

Houston, TX, USA Amit K. Srivastava
Charles S. Cox, Jr.
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Chapter 1

Traumatic Brain Injury

Amit K. Srivastava and Charles S. Cox, Jr.

Abstract

Traumatic brain injury (TBI) is a common, complex, and costly condition. It is a multidimensional and
highly complex condition and an important cause of disability and mortality all around the world. To date,
there are no effective treatments available that are able to mitigate subacute injuries and improve long-term
functional recovery in TBI. A major reason that several experimental treatments for TBI have failed in the
past is the appreciation that TBI is not a single acute event but chronic and progressive tissue damage.
Better understanding of the anatomy and pathophysiology of brain injuries, new biomarkers, advanced
neuroimaging, and the reorganization of trauma systems have led to a significant reduction in deaths and
disability resulting from TBI. In this chapter, we discuss the pathophysiology, classification, clinical
presentation, and diagnosis of this condition.

Key words Brain injury, Trauma, TBI-classification, Diagnosis, Prediction

1 Introduction

The mention of brain trauma can be found as early as in ancient
Greek literatures from the Age of Pericles. As translated by
F. Adams in 1939 in his book “The genuine work of Hippocrates,”
Section 7 of the Aphorisms of Hippocrates (circa 415 B.C.)
describes minor head injury as “shaking or concussion of the brain
produced by any cause inevitably leaves the patient with an instanta-
neous loss of voice” (implying unconscious). The modern definition
of traumatic brain injury (TBI) is “an alteration in brain function,
or other evidence of brain pathology, caused by an external force”
[1]. Often labeled as a silent epidemic, TBI is one of the most
serious public health and socioeconomic problems. According to
the 2010 report of the global burden of disease (GBD) study, 89%
of trauma-related deaths occur in low- and middle-income
countries. Within the spectrum of trauma-related injuries, TBI is
one of the largest causes of death and disability [2]. Worldwide,
more than 50 million TBIs occur each year [3]. In the United
States, every year approximately 1.7 million people are assessed in
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an emergency room after sustaining TBI of any severity, of whom
52,000 die, contributing to 30.5% of all injury-related deaths
[4, 5]. Although high-quality data of TBI incidence and prevalence
are scant, (mainly due to the absence of neurotrauma registries),
TBI incidences vary substantially between countries with a signifi-
cant rise in injuries noted in developing countries due to increased
use of motor vehicles and road traffic accidents. On the other hand,
the number of elderly people with TBI is increasing in developed
countries mainly due to falls [6]. Approximately 5.3 million people
in the USA, and 7.7 million people in European Union are cur-
rently living with some form of TBI-related disabilities such as
impaired motor function, attention deficit, depression, aggressive
behavior, and difficulty in decision-making [5, 7]. As a result of
these chronic consequences, the financial burden in the USA has
been estimated at over $60 billion per year, with 80% of the total
lifetime cost per case of severe TBI (approximately $400,000) was
attributable to loss of human potential and productivity [8, 9].

The pathophysiology of TBI is extremely complex and involves
both primary and secondary injury mechanisms. The primary injury
induces biochemical and cellular changes that leads to secondary
injury that evolves over hours, days, months, or even years with
perpetual neuronal damage and death overtime [5]. In addition
to these complex and continuous pathophysiological events, TBI
occurs frequently in association with multiple extracranial injuries.
Multiple traumatic injuries have a conglomerate of clinical events
such as hypotension, hypoxia, pyrexia, and coagulopathy that may
adversely affect the brain and have long-term consequences. In
addition, an increasing body of evidence indicates that TBI patients
become susceptible to other neurological and psychiatric disorders
such as chronic traumatic encephalopathy (CTE), dementia, stroke,
parkinsonism, epilepsy, Alzheimer’s disease (AD), and posttrau-
matic stress disorder (PTSD) [10–17]. In many cases, the manifes-
tation of these associated conditions occurs several years after the
injury. This level of disease complexity limits the development of
effective treatment strategies and models to predict the outcome in
TBI patients.

Few decades ago, it was commonly believed that aside from
evacuating occasional hematomas or managing skull fractures, little
could be done after TBI. Complications, such as the development
of intracranial hematomas or increased intracranial pressure (ICP)
and resulting clinical severity of injury were difficult to recognize,
hence the treatment was delayed. In light of these concerns, in
1971, Graham Teasdale and Bryan Jennett developed the Glasgow
Coma Scale (GCS) for the clinical assessment of posttraumatic
unconsciousness [18]. Effectiveness of this tool made it the bed-
rock for all TBI studies and clinical trials. Since the introduction of
GCS, TBI research has significantly progressed, advancing our
knowledge and offering opportunities to limit processes involved
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in brain damage. Stratified TBI management approaches that incor-
porate emerging technologies have led to several breakthroughs in
last decade. Both preclinical and clinical brain trauma research are
now increasingly focused on understanding the disease pathophys-
iology, developing advanced diagnostic tools, and improving treat-
ment and rehabilitation guidelines.

2 Pathophysiology of TBI

The knowledge of TBI-associated pathophysiology is crucial for
adequate and patient-oriented treatment. Pathophysiology of TBI
is a very complex process that involves both primary and secondary
injuries. Primary injury is defined by direct mechanical damage to
brain tissues caused by kinetic energy transfer. This results in shear-
ing of white-matter tracts, focal contusions, hematomas, diffuse
swelling, and cell death. Cell death due to primary injury is irre-
versible and not amenable to intervention. Secondary injury starts
within seconds to minutes after the primary insult and may con-
tinue for days, weeks, and months, further contributing to brain
damage [4]. It is believed that most of the brain dysfunction
following TBI is attributed to secondary injury mechanisms [19],
hence, most TBI treatment modalities are focused on the limitation
of secondary injuries. Secondary injury can be influenced by
impairment of cerebrovascular autoregulation, changes in cerebral
blood flow (hypo- and hyperperfusion), cerebral metabolic dys-
function, and insufficient cerebral oxygenation [20]. Furthermore,
at the molecular level, secondary injury is characterized by terminal
membrane depolarization of the neurons with excessive release of
excitatory neurotransmitters such as glutamate, aspartate, and acti-
vation of voltage-dependent Ca2+- and Na+-channels. Glutamate
and other neurotransmitters’ excitotoxicity and ion-channel leak-
age cause astrocytic swelling, and contribute to elevated ICP. This
increased pressure can lead to shifts of brain structures or impair
blood flow resulting in brain ischemia. Intracellular influx of Ca2+

and Na+ also trigger catabolic intracellular processes with the acti-
vation of lipid peroxidases, proteases, caspases, and release of free
radicals. These events lead to membrane degeneration of vascular
and cellular structures and ultimately necrosis and/or apoptosis.
This cellular degeneration is also associated with a complex array of
inflammatory responses and increased permeability of the blood
brain barrier (BBB) [21–23]. While inflammatory responses play a
crucial role in the acute phase of injury by clearing cellular debris at
the site of injury, dysregulated and prolonged inflammation can be
deleterious and further damages neurons that may have been sal-
vageable. Several studies have indicated that the state of cerebral
microenvironment and resultant secondary mechanism after brain
injury determine the eventual clinical outcome. However, the
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heterogeneous pathology of TBI makes uniform treatment recom-
mendations difficult. A better understanding of predominating
pathophysiological mechanisms could lead to improved manage-
ment of TBI patients and the development of therapies to limit
secondary brain injury.

3 Clinical Classification System for TBI

It is well known that TBI is not just one disease, rather it is a
heterogeneous collection of the outcomes determined by multiple
factors. Detailed characterization of type and severity is essential to
stratify patients for optimum treatment and to evaluate outcome.
Traditionally, TBI is classified by physical mechanism (closed/blunt
force, blast, and penetrating injuries); by clinical severity (mild,
moderate, and sever); and, by structural damage (neuroimaging
descriptions).

3.1 Classification by

Physical Mechanism

Mechanistic classification of TBI has great utility in modeling inju-
ries in research laboratories. Based on physical mechanism, TBI is
classified as: (1) focal injury produced by direct contact loading
(when the head is struck by a solid object at a tangible speed)
and/or (2) diffused injury produced by noncontact loading
(when the brain accelerates/decelerates within the skull). In direct
contact loading TBI, an intense mechanical force (even the one that
last less than 50 ms) can cause local areas of stretching or compres-
sion within brain tissue [24, 25]. One example of this type of injury
is a motor vehicle striking a pedestrian’s head. In contact loading
injuries, intracranial hematomas occur in 25–35% of patients with
severe impact and in 5–10% of moderate impact [26]. This type of
injury can also lead to the induction of ischemia causing necrosis
within the core of the injured brain tissue. Tissue necrosis further
initiates multiple inflammatory cascades that cause additional local
tissue damage [27]. On the other hand, noncontact loading TBI,
such as exposure to explosive overpressure shock waves, often
results in diffuse axonal injury (DAI) which is characterized by
multiple small white-matter tracts lesions [28]. DAI is a progressive
intra-axonal event that requires several hours after the injury for its
complete evolution. It is often presented with profound coma and a
poor outcome with enduring morbidity [26]. Overall, TBI classifi-
cation based on physical mechanism is helpful in understanding the
distinct pathophysiology produced by a specific force at specific
magnitude and predict the pattern of injury.

3.2 Classification by

Clinical Severity

Various trauma scores have been developed in the past to triage
patients to assess the clinical severity of brain injury. Out of all of
them, GCS has been the most commonly used scoring system. This
scoring system allows bedside assessment of impaired level of

4 Amit K. Srivastava and Charles S. Cox, Jr.



consciousness, the clinical hallmark of acute brain injury. It also
helps in outcome prediction and treatment decisions [29, 30]. The
GCS consists of the total score (range 3–15) of three components:
(1) eye response (E); (2) verbal response (V); and (3) motor
response (M). Each level of response is assigned a number—the
worse the response, the lower the number. Based on total score
(E + V + M), injuries are classified as severe (GCS 3–8), moderate
(GCS 9–12), or mild (GCS 13–15) (Table 1). Often a point of
confusion, the acronym GCS can be referred either the “Glasgow
Coma Scale” (individual components) or the “Glasgow Coma
Score” (total sum of components). It is important to note that
the “scale” is applicable to the management of the individual
patient, whereas the “score” summarizes information about groups
of patients [29]. For an accurate classification of the clinical severity,
the GCS should be assessed within a few hours of the injury and
preferably before sedation and intubation. The GCS can also be
affected by confounders such as intubation for airway protection,
paralysis for medical control of raised ICP, sedation, alcohol

Table 1
The Glasgow Coma Scale

Eye response (E)

4 Open

3 Open in response to voice

2 Open in response to pain

1 No response

Verbal response (V)

5 Smiles, oriented to sounds

4 Cries but consolable

3 Inconsistently inconsolable

2 Inconsolable and agitated

1 No response

Motor response (M)

6 Moves spontaneously

5 Withdrawal to touch

4 Withdrawal to painful stimuli

3 Decorticate flexion

2 Decerebrate extension

1 No response

Total score ¼ E + V + M [severe (3–8); moderate (9–12); mild (13–15)]
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intoxication, shock, or low blood oxygen. For instance, blood
alcohol concentrations greater than 240 mg/100 ml in TBI
patients (highly intoxicated) has been found to be associated with
2–3 point reduction in GCS [31]. This scale has also been consid-
ered difficult to apply on preverbal children with head trauma. For
these young patients¸ a slight modification of GCS, the Pediatric
Glasgow Coma Scale (PGCS) was developed, where verbal
responses were reported as appropriate words, social smiles, cries,
irritability, and agitation [32] (Table 2). Another limitation of the
GCS is that it does not account for a patient’s transition from a
vegetative-unresponsive state to a minimally conscious state. For
this assessment a new coma score, the Full Outline of UnRespon-
siveness (FOUR) was developed. It consists of four components
(eye, motor, brainstem, and respiration), and each component has a
maximal score of 4. The FOUR tests for eye tracking or blinking to
command also permits the early detection of locked-in syndrome
[33]. Other neurological severity scales are the Brussels Coma
Grades, Grady Coma Grades, and Innsbruck Coma Scale [34].

Table 2
The Pediatrics Glasgow Coma Scale

Eye response (E)

4 Open

3 Open in response to voice

2 Open in response to pain

1 No response

Verbal response (V)

5 Smiles, oriented to sounds

4 Cries but consolable

3 Inconsistently inconsolable

2 Inconsolable and agitated

1 No response

Motor response (M)

6 Moves spontaneously

5 Withdrawal to touch

4 Withdrawal to painful stimuli

3 Decorticate flexion

2 Decerebrate extension

1 No response

Total score ¼ E + V + M [severe (3–8); moderate (9–12); mild (13–15)]
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3.3 Classification by

Structural Damage

TBI classification by structural damage determine the presence and
extent of the injury by neuroimaging and plays an important role in
the acute therapy of TBI. One of the advantages of this type of
classification is that neuroimaging assessments of brain damage are
not influenced by the confounders that affect the GCS
[35–37]. For high-resolution neuroimaging, magnetic resonance
imaging (MRI) is a very useful tool. However, the relatively long
time period for image acquisition and its limited utility in ventilated
patients limit its role in acute settings [38]. Therefore, amongst all
available imaging tools, computerized tomography (CT) becomes
the ideal option for assessment of acute structural damage follow-
ing TBI. Marshall and colleagues, using the National Traumatic
Coma Database, developed a CT-based classification of brain
trauma [39]. This classification system utilizes the status of the
mesencephalic cisterns, the degree of midline shift, and the pres-
ence or absence of one or more surgical masses and differentiates
diffused injury in six categories as follows: (1) Diffuse injury I
(no visible intracranial pathology); (2) Diffuse injury II (midline
shift of 0–5 mm, basal cisterns remain visible, no high or mixed
density lesions >25 cm3); (3) Diffuse injury III (midline shift of
0–5 mm, basal cisterns compressed or completely effaced, no high
or mixed density lesions >25 cm3; (4) Diffuse injury IV (midline
shift >5 mm, no high or mixed density lesions >25 cm3; (5) Evac-
uated mass lesion (any lesion evacuated surgically); (6)
Non-evacuated mass lesion (high or mixed density lesions
>25 cm3, not surgically evacuated). Patients with higher categories
have a worse prognosis, which can be used in predicting mortality
in adult patients. In a study with 634 traumatic neurosurgical
patients, mortality in patients with Marshall score I and II was 0%,
for score III was 40%, for score IV was 0%, for score V was 18.79%
and for score VI was 95.66% [38]. Despite being broadly used and
having strong predictive power, this classification system has certain
limitations including the lack of specification of the type of mass
lesion and difficulties in classifying patients with multiple injuries
[34, 40]. The Rotterdam score is another CT-based classification
system that utilizes some elements of the Marshall score to predict
outcome [40]. This system differentiates between types of mass
lesions and recognizes the more favorable prognosis [41, 42].

4 Diagnostic Procedures in TBI

The purpose of the TBI diagnostic procedures is to establish the
type and severity of injury and to establish treatment goals (Fig. 1).
A diagnosis of TBI is established based on clinical signs and symp-
toms such as risk factors, length of loss of consciousness (LOC),
alteration of consciousness/mental state, and/or posttraumatic
amnesia (PTA). Diagnosis of penetrating brain injury is self-evident
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and mostly straightforward. However, with closed-head injuries
especially in cases of mild TBI, the symptoms are often not as
straightforward or clear. In mild TBI PTA persists beyond loss of
consciousness. This makes patients’ self-reporting unreliable. False-
negative diagnoses may also occur with patients who are fully
oriented by the time the emergency personnel arrive but have no
memory of the accident. It is recommended that in cases of mild
TBI, a retrospective assessment of the patient’s status should be
performed [43]. Based on initial diagnosis, if certain signs and
symptoms are present, the physician may further evaluate the injury
by radioanatomical analysis of the brain [44]. CT examination is
always recommended in patients with a GCS �14 and in patients
with a GCS¼ 15 in the presence of risk factors [45, 46]. Traumatic
intracranial lesions are frequently visible in CT-scan of severe and
moderate TBI patients. However, the CT in Head Injury Patients
(CHIP) study (2007) reported presence of intracranial lesions in
14% of patients with minor head injuries [47]. As discussed earlier
in this chapter, CT is the preferred method of neuroimaging in
TBI, especially for patients with acute injury and tracheal intuba-
tion. However, diffusion tensor imaging (DTI) has proved to be
more informative in the subacute and chronic phases of injury. DTI
quantifies isotropic and anisotropic water diffusion and provides
better detection of white-matter brain lesions [48]. Because of the
dynamic and progressive nature of TBI, a follow-up CT is advisable
if lesions were present on the initial CT or there is indication of
clinical deterioration or increasing ICP [26, 49]. There is also a
minor chance of development of new lesions with diffuse injuries
[50]. Computed tomography angiography (CTA) has also been
increasingly used in TBI patients to uncover vascular lesions,

Fig. 1 Diagnostic approaches for TBI (reproduced with permission from Mass et al. [26])

8 Amit K. Srivastava and Charles S. Cox, Jr.



especially in penetrating brain injuries. CTA has limited overall
sensitivity in detecting arterial injuries but is more accurate in
identifying traumatic intracranial aneurysms [51].

5 Long-Term Outcome Prediction After TBI

Approximately 30% sever TBI patients develop long-term neuro-
logical deficits and it is extremely difficult to identify those patients
during the early phases of resuscitation [52, 53]. Models for the
prediction of long-term outcomes are important in early decision
making and interventions offered to patients. Several predictive
models for patient outcomes after moderate to severe TBI have
been proposed with varying methodological quality [54–57]. Spe-
cifically, International Mission for Prognosis and Analysis of Clini-
cal trials in Traumatic brain injury database (IMPACT) models and
Corticosteroid Randomization After Significant Head Injury
(CRASH) models, were developed using large datasets and have
good discriminatory power to predict long-term outcome
[58, 59]. The predictions in IMPACT models (core, extended,
and lab models) are based on age, GCS motor score, and pupillary
reactivity for the core model; core model variables + CT classifica-
tion, epidural hemorrhage (EDH) hypoxia, hypotension, and trau-
matic subarachnoid hemorrhage (tSAH) for extended model; and
extended model + glucose and hemoglobin for lab model. These
models predict mortality and unfavorable outcome (death, vegeta-
tive state or severe disability) at 6 months after injury (http://www.
tbi-impact.org/?p¼impact/calc). The CRASH models (basic
model and CT model) were developed based on the CRASH trial
dataset with patients who sustained mild, moderate and severe TBI
[60, 61] for the prediction of mortality at 2 weeks after injury and
unfavorable outcome at 6 months. The predictions in CRASH
models are based on age, GCS motor score, pupillary reactivity,
major extra-cranial injury, tSAH and CTclassification (http://www.
trialscoordinatingcentre.lshtm.ac.uk/Risk%20calculator/index.
html). Both the IMPACT and CRASHmodels have been externally
validated, indicating satisfactory generalizability and no relevant
difference in performance [52]. However, a large observational
study of 3626 patients concluded that although the IMPACT
models demonstrated sufficient statistical performance, they fell
below the level required to guide individual patient decision-
making. The study suggests that management in a dedicated neu-
rocritical care unit may be cost-effective compared with a combined
neuro/general critical care unit and supports current recommenda-
tions that all patients with severe TBI would benefit from transfer
to a tertiary care hospital, regardless of the need for surgery
[62]. Large purpose-built neurotrauma registries may further
improve these predictive models.
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6 Future Directions

TBI management focuses on stabilizing the patient with prehospi-
tal and intensive clinical care. Once patients have been stabilized,
they are often admitted to inpatient rehabilitation. These standar-
dized TBI management protocols are based on weak evidence and
there are weak attempts made for personalized treatment plans.
Recent technological advances in neuroimaging and the develop-
ment of tools for rapid detection and pathophysiological monitor-
ing of injury, combined with informatics to integrate data from
multiple sources, offer new avenues to improve TBI characteriza-
tion and management approaches. New clinical trials such as the
Collaborative European NeuroTrauma Effectiveness Research
(CENTER-TBI) trial in adults and the Approaches and Decisions
for Acute Pediatric TBI (ADAPT) trial in children, target the need
for stronger evidence-based care. It is imperative that the knowl-
edge gained from these clinical trials is swiftly translated to clinics
for improved patient care. The development of Common Data
Elements (CDE) for TBI research is another important step for-
ward. TBI research projects and neurotrauma registries develop a
huge amount of data and sharing of these data would greatly
benefit future research. It is believed that TBI will likely remain
the largest global contributor to neurological disability and
although financial support for neurotrauma research is substantial,
it is still very low when compared to other neurological conditions.
Prospects for research funding can be improved by disease-
awareness campaigns and a better explanation of TBI-associated
socioeconomic burden education for the general public.
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Chapter 2

Three-Dimensional In Vitro Brain Tissue Models

Min D. Tang-Schomer

Abstract

In vitro cell and tissue cultures are indispensable tools for brain research, including traumatic brain injury
(TBI). Bioengineered three-dimensional (3D) tissue models are increasingly used as disease systems to
understand complex cell–cell interactions and tissue functions. Here, we describe a bioengineered 3D
in vitro brain tissue model that presents cortical tissue-like cell compartmentalization and mechanical
property, long-term tissue growth and neurophysiological functions. The 3D model’s brain-mimetic
properties enabled recapitulation of dynamic tissue responses to TBI, as demonstrated with an experimental
weight-drop injury setup. Here, we provide an overview of the design principles of the 3D brain tissue
model and detailed instructions on constructing the model from raw materials (silkworm cocoons, hydro-
gel, cells), and on conducting mechanical testing and injury experiments. We describe downstream analytic
assays for evaluation of the 3D tissue model and expected outcomes. Materials and methods described in
this protocol can be adapted to other 3D culture systems.

Key words Brain cortex, Silk, Axon, Neuronal network, 3D tissue model, Tissue engineering

1 Introduction: 3D Brain Tissue Models

Brain research is performed at various levels, from studies of devel-
opment to behavior. The brain’s complexity requires sophisticated
interdisciplinary methods and equipment for study. Basic brain
research has traditionally relied on human studies, animal models
or ex vivo brain slices. These in vivo models are highly variable,
difficult to control and analyze, and cannot be scaled for high
throughput drug testing. In vitro models reduce the complexity
into elementary components and recapitulate fundamental features
of the brain’s behavior. By offering greater control of experimental
conditions and more options for analytical evaluation, in vitro
models have become indispensable tools to accompany in vivo
studies for brain research. It is now widely recognized that 3D
culture conditions are more physiologically relevant than conven-
tional 2D cultures. There has been substantial progress in recon-
structing native environments or niches for the cells by generating
new materials to support the cells ex vivo, fabricating micro- and
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nanoscale structural cues for guiding cell and tissue organization,
and incorporating physiological flow conditions with microfluidic
devices. Specialized systems have been developed to address specific
research questions for the brain, such as hydrogel-based tumor
niche, co-culture systems, and lab-on-chip designs for drug screen-
ing [1–3]. However, recreating functional features of the brain
remains a significant challenge. Alternatively, advanced cell engi-
neering technologies harness the endogenous programs of induced
pluripotent cells and neural stem cells, and have generated cerebral
organoids with features reminiscent of a developing brain
[4]. These 3D organoids are used to study normal brain develop-
ment, congenital malformation, and genetic disorders [5, 6]. How-
ever, these developmental brain tissue models have similar
challenges as ex vivo systems regarding control of experimental
conditions. The complementary advantages and limitations of dif-
ferent 3D in vitro models highlight the need for a versatile system
that can be adapted for a wide range of research studies.

Here, we describe our design of a bioengineered 3Dbrain tissue
model that presents a high degree of versatility regarding structural
components and configuration, mechanical properties and assay
options [7–11]. Much of the design focuses on its scalability for
further improvement in complexity and functionality, and its adapt-
ability to standard downstream biological assays, including dynamic
and functional analysis. In this protocol, we provide detailed meth-
ods for model fabrication and assembly from raw materials, and
assay options.We also describe the application of the 3D brain tissue
model to traumatic brain injury (TBI) research. Themethods devel-
oped for the 3D brain model are applicable to other 3D in vitro
systems. Our goal is to provide the reader with sufficient informa-
tion for reproducing the model, and guidelines for making adapta-
tions to suit specific research questions.

1.1 3D

Bioengineered Brain

Models: Design

Principles

3D in vitro model requires appropriate materials, tissue-mimetic
structures and properties, and control of cells. The structural base of
our model is a silk-collagen protein composite scaffold. Silk material
is chosen due to its structural versatility and biocompatibility. The
past research on silk materials has greatly advanced its application in
tissue engineering and tissue-material interface controls
[12, 13]. These studies have built a foundation for silk as a suitable
base material for in vitro brain models. Specifically, silk material can
be engineered with tunable mechanical property, and surface-
coated to support neuronal growth. Moreover, the highly porous
structure of the silk scaffold allows for free diffusion of nutrients and
oxygen, and thus they prevent metabolic deficits in 3D tissue con-
structs and provide more relevant physiological conditions. Practi-
cally, silk scaffolds can be generated with low cost and in large
quantities [14], which is a significant advantage compared to other
biomaterials. Collagen is chosen as the base extracellular matrix
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(ECM) component due to its stability and permissibility for neuro-
nal growth. Other ECM components commonly used in brain
research, such as Matrigel, fibrin or hyaluronic acid, lack long-
term stability as stand-alone material for in vitro systems, but can
be mixed into collagen base for additional growth support [11].

We chose a donut-shape design with a shell and a core region
for a unit model. This design serves two purposes, structural mim-
icry of the brain’s compartments, and controlled segregation of
different cell components. The composite design allows neurons
to be anchored to the scaffold shell region, and permits axon 3D
growth in the gel matrix-filled core region, therefore, recapturing
the compartmentalization of neuronal cell bodies and the axons
into the grey and white matter of the brain. Additionally, it can be
easily assembled into multiple concentric rings to represent separate
structures incorporated with different cell populations. This feature
could be used to mimic cortical layers.

The composite donut-shaped design has multiple practical
advantages regarding experimental manipulation. The scaffold
shell stabilizes hydrogel 3D volume, and prevents the gel from
collapsing overtime that is a significant issue for hydrogel-based
in vitro systems. The stiffer silk scaffold provides greater ease of
handling 3D tissue models containing soft hydrogels, which is not
easy with systems based solely on soft hydrogels. The relatively
transparent gel-matrix core provides better optical clarity compared
to the scaffold region, and permit 3D imaging of neurite processes
and intracellular organelles.

We chose the donut shape to be 5–6 mm diameter by 2 mm
height, with a center 2 mm diameter hole. The millimeter dimen-
sion combined with high porosity of the silk scaffold allows seeding
of high cell numbers (in the range of millions) within a confined
volume; a feature approximating the brain’s high cellularity. The
diameter can fit into a 96-well plate to enable microplate-based
assays. Since most confocal microscopes are equipped with 10�
lenses with a working distance up to 1 mm, the scaffold can be
imaged from both sides to cover the entire z-range. These features
maximize evaluable ranges of the 3D tissue model. In addition, the
3D tissue model’s size is well suited to accommodate surgical
manipulations developed for in vivo brains.

We have optimized these design parameters to generate 3D
brain tissue models with rat embryonic cortical cells [7–11]. The
neuronal networks can be observed after 3 days of culture, and they
are maintained for weeks or months [7]. The 3D brain tissue model
is highly reproducible, rapid to form, and consistent in outcome.

1.2 3D

Bioengineered Brain

Models: Application

to TBI

TBI results from a direct impact to the brain followed by secondary
injuries with lasting tissue damage, and encompasses a wide range
of mechanical responses of the cortical tissue [15]. The complex
sequelae after the initial injury event involves mechanical deforma-
tion, tissue structural damage and biochemical deregulation,
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inflammatory cascade, neuronal excitotoxicity and activity depres-
sion, and triggers for neurodegeneration [16]. Many cell culture-
based systems have been devised to capture different aspects of TBI
[17, 18]. Though useful for addressing specific questions especially
at the cellular level, relating findings from these systems to func-
tional outcomes at the tissue level remains a significant challenge.
Animal models can provide behavioral outcomes, but direct obser-
vation of cellular responses cannot be achieved with sufficient tem-
poral and spatial control. Therefore, 3D brain tissue models are
necessary to bridge the gap between cell-level and tissue-level
studies for TBI. Finally, the ability to capture real-time responses
with in vitro systems can provide invaluable insights towards the
understanding of TBI progression.

With our 3D brain tissue model, the silk scaffold can be tailored
to match its mechanical properties to that of a brain, and the model
design as described above (Sect. 1.1) permits comprehensive assess-
ments including cellular damage, electrophysiological activity, and
neurochemical changes in real time. We describe mechanical
assessment of the 3D model in Sect. 3.2 and the adaptation of a
weight-drop impact in vivo injury model to the in vitro system in
Sect. 3.3. Responses of the model system to experimental TBI are
investigated through the use of biochemical, immunological, mor-
phological, and electrophysiological examinations, as described in
Sects. 3.4–3.7.

2 Materials

2.1 Scaffold

Biomaterials

2.1.1 Preparation of Silk

Fibroin Solution from

Bombyx mori (Silkworm)

Cocoons

The schematics of silk fibroin solution preparation from silkworm
cocoons is outlined in Fig. 1. We processed 5 g cocoons (�11
cocoons) per batch, and all the reagents were quantified for the
batch size. Cocoons were cut into eight pieces each and soaked into
boiling 2 L, 0.02 M Na2CO3 solution on a hot plate for 30 min.
The de-gumming step dissolves the other undesirable silk fiber
component, hydrophilic sericins, from insoluble silk fibroins. The
fibroin were wrung out by hand and rinsed in distilled water at least
three times to wash out any remaining sericin and chemicals
[Note 1]. The fibroin extract was dried in a fume hood overnight,
weighed and placed in a glass beaker. A 9.3 M LiBr solution was
freshly prepared; and the required volume (mL) was calculated by
multiplying the mass of dry fibroin by 4 [Note 2]. The LiBr
solution was slowly poured over the silk fibroin, and a spatula was
used to immerse all the fibroin fibers. The beaker was placed in a
60 �C oven for at least 4 h to allow the fibers to dissolve [Note
3]. The fibroin solution was collected with a syringe and 18G
needle and loaded into MWCO 3500 dialysis cassettes (Thermo-
Fisher). Dialysis against distilled water was performed for 48 h with
water change every couple of hours. Afterwards, the fibroin
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solution was collected with a syringe from the cassettes into 50 mL
conical tubes and centrifuged twice at maximum speed
(�97,310 � g) at 4 �C for 20 min. After each centrifugation step,
the supernatant was poured into a fresh tube and the pellet was
discarded. The fibroin concentration was measured by estimating
the dry weight of 1 mL solution after drying on a weight boat in a
60 �C oven for 2 h. Multiplying the dry weight by 100 gave the
concentration of silk fibroin solution, typically 6–9% (w/v) per
batch. The fibroin solution was adjusted to 6% (w/v) by diluting
in distilled water [Note 4].

Fig. 1 Schematic of the silk fibroin extraction procedure. Reprinted by permission from Macmillan Publishers
Ltd: [Nature Protocols] (Danielle N Rockwood, Rucsanda C Preda, Tuna Yücel, Xiaoqin Wang, Michael L Lovett,
David L Kaplan. Materials fabrication from Bombyx mori silk fibroin. 2011, 6, 10, 1612–1631. copyright (2011)

Three-Dimensional In Vitro Brain Tissue Models 19



2.1.2 Preparation

of Porous Silk Scaffolds

Porous scaffolds were constructed using a salt leaching method.
Sodium chloride (salt) particles (Sigma-Aldrich, Natick, MA, USA)
were pre-sorted into 500–600 μm-sized particles using test-grade
metal sieves. Silk fibroin solution (6% w/v in water) was poured
into a 100-mm petri dish, followed by dispensing of pre-sorted salt
particles at a volume-to-weight ratio of 1:2 (i.e., 45 mL silk fibroin
solution and 90 grams of salt) [Note 5]. At least 48 h was allowed
for silk fibroin protein precipitation [Note 6]. After the silk fibroin
is completely solidified, the mixture together with the dish was
placed in distilled water under constant agitation for 2 days to
dissolve away the salt particles; water was replaced at least once a
day to facilitate the process. The final product of a porous silk mat
can be stored at 4 �C or �20 �C for months. To prepare for the
donut-shaped silk scaffold, biopsy punches were used to cut out the
desired dimensions [Note 7].

To prepare for cell seeding, silk scaffolds were immersed in
distilled water and autoclaved under a wet cycle (121 �C,
20 min). Before the planned cell seeding, the scaffolds were
immersed in sterile 0.1 mg/mL poly-D-lysine (PDL) solution,
incubated for 1 h and washed three times with phosphate buffered
saline (PBS) to remove nonbound PDL [Note 8].

2.2 Hydrogels We used collagen type I gel as the base matrix material for the 3D
brain tissue model, and found that steps for handling collagen gel
were easily adapted for handling many other types of hydrogels. In
our hand, 1 mL liquid gel solution was sufficient to prepare 30–50
scaffolds. To prepare collagen gel, 10� M199 (containing phenol
red) or 10� DMEM, 1 N NaOH solution and liquid rat tail
collagen type I (in 0.02 N acetic acid, BD Biosciences) were
mixed in the order at a 10:2:88 volume ratio in a microcentrifuge
tube on ice. Because collagen gelation occurs immediately upon
neutral pH at room temperature, care was taken to thoroughly mix
the solution by slow and steady pipetting, and the solution was kept
cold [Note 9]. Other hydrogels that were tested for the 3D tissue
model include Matrigel (Corning) [Note 10] [7], fibrin gel
(prepared by mixing 20 mg/mL fibrinogen and 10 U/mL throm-
bin at a volume ratio of 2:5) [7], Hydromatrix (Sigma-Aldrich)
[11], Puramatrix (3DMatrix) [11], and HystemC (Sigma-Aldrich)
[11] [Note 11].

2.3 Cells We used primary cortical neurons from embryonic rats, with a
standard dissociation protocol previously developed for neurosci-
ence studies. Dissect cortices from embryonic day 18 (E18)
Sprague-Dawley rats (Charles River) were obtained after the
approval of Institutional Animal Care and Use Committee
(IACUC) protocol. Ten cortices were incubated in 5 mL of 0.3%
trypsin (Sigma) with 0.2% DNase I (Roche applied Science) for
20 min at 37 �C. Trypsin was inactivated by adding equal volume of
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1 mg/mL soybean protein solution (Sigma). The cortices was
titrated using 10 mL Pasteur pipette by pipetting up and down
< 20 times till single cell suspension was generated [Note 12]. The
cell suspension was centrifuged at �300 � g for 5 min; and the cell
pellet was resuspended in 10 mL of NeuroBasal media (Invitrogen)
supplemented with B-27, penicillin/streptomycin (100 U/ml),
and GlutaMax™ (2 mM) (Invitrogen). The expected cell concen-
tration was about 2 � 107/mL.

3 Methods

In this section, we describe methods of the 3D brain model assem-
bly with the base materials (scaffold, hydrogel, cells) (Sect. 3.1),
mechanical testing (Sect. 3.2), TBI-like mechanical injury (Sect.
3.3), and downstream multimodal assessments (Sects. 3.4–3.7).
The evaluation matrix includes nonterminal assays (Sect. 3.4),
electrophysiological analysis (Sect. 3.5), immunostaining and mor-
phological analysis (Sect. 3.6) and genetic analysis (Sect. 3.7).
Figure 2 provides the outline of the methods (Fig. 2a) and exam-
ples of the 3D model assembly process (Fig. 2b). Each assay pro-
vides quantitative evaluation of a specific feature of the 3D brain
tissue model. Combined, they provide comprehensive assessments
of the 3D tissue model including genetic, biochemical, structural

Fig. 2 Methods layout and examples. (A) Methods including 3D brain tissue model assembly and downstream
assays. (B) Examples from silk fibroin scaffold to 3D neuronal cultures. (a) Aqueous-based silk sponge
hydrated in water. (b) Cutting out 6-mm-diameter discs. (c) Porous silk scaffold. (d ) Cutting out 2-mm-dia-
meter central space. (e) Donut-shaped silk material scaffold. ( f ) Silk scaffold filled with collagen gel. (g) 3D
bioengineered brain tissue constructs in tissue culture plate. b is reprinted by permission from Macmillan
Publishers Ltd: [Nature Protocols] (Chwalek, K., Tang-Schomer, M.D., Omenetto, F.G., Kaplan, D.L. In vitro
bioengineered model of cortical brain tissue, 2015; 10(9):1362–73. copyright (2015)
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and functional characteristics. As mentioned in the Design Princi-
ples (Sect. 1.1), the 3D brain tissue model is constructed with
maximum adaptability for standard biological assays; so the model
requires minimal adaptation for easy assay. With one batch of cells,
many replicates of 3D brain tissue models can be constructed and
used for different assays at various time points. As many nontermi-
nal assays can be used, users should consider performing more than
one assay on one sample set, such as collecting medium supernatant
for solution-based assays, followed by electrophysiological analysis,
immunostaining, or nuclei acids or protein analysis.

3.1 3D Brain Tissue

Model Assembly

3.1.1 Cell Seeding

Scaffold can be impregnated with single cell suspensions in two
ways. For controlled seeding, scaffolds were placed into individual
wells of a 96-well plate. Cell suspension of desired concentration
was applied into the wells at 100 μL/well. For quick seeding with
many scaffolds, cell suspension of 1 � 107 to 1 � 108/mL was
applied to �32 scaffolds in one well of a 6-well plate at 2 mL/well
[Note 13]. The cells were incubated at 37 �C overnight to allow
for cell attachment to the scaffolds. The following morning the
cultures were aspirated off nonattached cells and replaced with fresh
culture medium [Note 14].

3.1.2 Hydrogel

Embedding

The cell-seeded silk scaffolds were embedded in hydrogel matrix
between day 2 and 4 after seeding. The steps described here are for
collagen gel, and are applicable to other types of hydrogels. The
scaffold was first removed with sterile forceps onto a fresh, clean
and dry surface [Note 15]. Apply 50 μL of collagen solution per
scaffold by pipetting it in the center of the scaffold. This volume
should be sufficient to fill in the sample. Care was taken to avoid air
bubble formation. Return the embedded scaffold to the incubator
for 1 h at 37 �C to allow for collagen gelation. A successfully gelled
scaffold presents an opaque middle core [Note 16]. After hydrogel
embedding, the 3D cultures were placed in a new 96-well and
immersed in fresh, prewarmed culture medium. Half-medium
change was carried out every 3–5 days.

3.1.3 Effects of Cell

Densities

Cell seeding density plays an important role in the outcome of the
final product, as demonstrated in Fig. 3. We had tried different
seeding densities with the controlled seeding method, and found
that cell attainment in the scaffold reached a plateau of �2 million
seeded cells/scaffold (Fig. 3A, B). Because primary cells suffer from
initial dissociation trauma, and have �50% cell loss within the first
day, the number of cells retained in the 3D culture would be less
than the initial seeded number. We used DNA measurement with
Picogreen (Invitrogen) assay to quantify cell numbers. We first
determined the linear DNA-cell number correlation with known
cell numbers from 2D cultures of embryonic rat cortical neurons
(Fig. 3c). Based on the standard curve, we estimated cell numbers
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of 3D tissue models using their extracted DNA counts. Cell attain-
ment at the maximum seeding density (2–4 million cells/scaffold)
was found to be �500,000 cells/3D model (Fig. 3d, “3D
SFþCol”) [7].

3.2 Mechanical

Testing

We characterized the 3D tissue model’s Young’s modulus and
compared with fresh rat and mouse brain tissues. The 3D model’s
dimension and stiffness are comparable with the animal brain tis-
sues, so the same apparatus and mechanical testing can be used for
all these samples. We used confined compression test on an Instron
mechanical tester (Instron 3366), and machined a customized
chamber using aluminum stock and stainless steel porous discs
(40 μm pore size) (McMaster-Carr). To perform a stress-relaxation
test, the sample was compressed step-wise at 5% of its height,
relaxed for 500 s to allow for equilibrium to be established as
secreted water flowed out through the porous disc. The process
was repeated for 2 h. The machine recorded the load-strain

Fig. 3 Cell seeding densities and final cell numbers. (A) Axon networks in the center collagen gel region of
1 week-old 3D cultures of different cell seeding densities. Scale bars, 100 μm. (B) Neurite density quantifica-
tion. (C) Linear correlation of DNA quantity with in vitro cultured neuronal numbers. (D) Cell numbers
calculated according to the standard curve in C from extracted DNA quantities from 3D cultures. (A and B)
are reprinted by permission from Macmillan Publishers Ltd: [Nature Protocols] (Chwalek, K., Tang-Schomer,
M.D., Omenetto, F.G., Kaplan, D.L. In vitro bioengineered model of cortical brain tissue, 2015; 10(9):1362–73.
copyright (2015). (C and D) are reprinted by permission from PNAS (Tang-Schomer MD, White JD, Tien LW,
Schmitt LI, Valentin TM, Graziano DJ, Hopkins AM, Omenetto FG, Haydon PG, Kaplan DL. Bioengineered
functional brain-like cortical tissue. 2014; 111(38):13811–6
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diagram. Figure 4A provides example load-strain traces. We calcu-
lated the Young’s modulus as the linear slope of the minima at
equilibrium [Note 17].

3.3 TBI-Like

Mechanical Injury

Many mechanical injury protocols have been developed for TBI
models, including weight drop, fluid percussion, and blast injury
[17, 18]. Because the weight drop method can easily control the
injury severity by adjusting the height and induce a wide range of
deficit [19], we adapted this method for the 3D in vitro brain
model. Figure 4B shows the schematics of the injury setup; and
Fig. 4C shows immunostained examples of tissue damage under
different forces. We used a stainless steel screw with a head of 5 mm
diameter as the weight of 10.9-g [Note 18], and fashioned a
see-through tube of adjustable height by fitting longitudinally
three 15 mL Falcon tubes with the bottoms cut-out. The tube
gave three heights, 9.5, 19 and 38 cm. Calculations based on the
compressive modulus of 3D brain-like tissues estimated that these
conditions would generate compression distances of 0.10, 0.15,
and 0.22 mm, respectively, comparable with the �0.3-mm com-
pression of the brain in vivo [19] [Note 19].

The test sample was placed into a 35-mm petri dish containing
1mL artificial cerebral spinal fluid (CSF) solution [Note 20] before

Fig. 4 Mechanical testing and TBI-like injury experiment. (A) Load-strain diagrams generated from Instron
compression test. “SF” scaffold. “CH” center hole. “SF þ 2 mm CH” is the 3D brain tissue model format. (B)
Schematics of the weight-drop injury setup. (C) Fluorescence images of 3D brain tissue models fixed
immediately after impact. Images are 2D sums of confocal image stacks of neurons immunostained with
TUJ1 in green superposed with bright field images of silk structure in dark grey. Note the decrease of neuronal
network density and staining intensity at increased impact forces. Scale bar, 100 μm. Figures are modified
with permission from PNAS (Tang-Schomer MD, White JD, Tien LW, Schmitt LI, Valentin TM, Graziano DJ,
Hopkins AM, Omenetto FG, Haydon PG, Kaplan DL. Bioengineered functional brain-like cortical tissue. 2014;
111(38):13811–6
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injury, and fitted inside the Falcon tube of the injury apparatus
aligned with the weight. We removed the tube and the screw
immediately after the screw hit the sample. The 3D tissue model
was either returned to live electrophysiology recording (Sect. 3.5)
or fixed for staining (Sect. 3.6). Solution samples were collected
(100 μL) from the original petri dish before and after injury and
preserved at �80 �C for downstream liquid analysis (Sect. 3.4).

3.4 Nonterminal

Assays for 3D Brain

Tissue Model

Nonterminal assays include solution-based assays that analyze the
soluble components of the culture media, and microplate-based
assays using nontoxic and cell permeable fluorescent indicators for
cell activities. These assays provide quantitative measures of a cell
culture’s activity over time. Solution-based assays that had been
successfully performed with our 3D brain tissue models include
mass spectrometric measurements of neurotransmitters [7] and
enzymatic assays [11]. Figure 5a shows mass spectrometric analysis
of glutamate release from mechanically injured 3D brain tissue
models. Microplate-based assays are especially valuable for 3D cul-
tures due to the difficulty of direct visual assessment. We have
adapted commercial assay kits for the 3D brain tissue models, as
summarized in Table 1. Figure 5B shows AlamarBlue assay of 3D
brain tissue model’s viability in comparison with collagen gel-based
cultures.

3.5 Electrophysio-

logical Analysis of 3D

Model

To assess the 3D brain tissue model’s neuronal activities, we
measured local field potential (LFP) (Fig. 6). Due to the compara-
ble dimension and mechanical properties of the 3D brain tissue
model with a rodent brain, a similar setup for brain slice extracellu-
lar recording was used for in vitro measurement [20]. The record-
ing probe consisted of two parallel tungsten electrodes (50 μm dia.
tip, 250 μm separation), as drawn in Fig. 6-a. The 3D model was
transferred to HEPES-buffered artificial CSF in a 35-mm dish
[Notes 20 and 21]. The reference electrode was placed in the
liquid at a safe distance away from the tissue model. The tip of the
recording probe was inserted into the tissue model with a micro-
manipulator. The electrode can be retrieved and reentered into a
different spot [Note 22]. Signals were amplified with an
AM-amplifier (AM-Systems) and digitized at 50 kHz. Acquisition
was made using Clampex version 9.2 (Molecular Devices). Sponta-
neous activities were monitored using the Clampex software, and
recorded once the trace became stable [Note 23].

For drug experiments, baseline signals were first obtained for
10 min, and 10 μL droplet of drug solution, such as 1 mM tetra-
dotoxin (TTX) with a�20 μMfinal concentration, was applied near
the recording probe. After the signal stabilized in �1 min, record-
ing was resumed for another 10 min.

For mechanical injury experiments, baseline signals were first
obtained for 10 min, and the probe was removed. After the weight
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drop, the sample was immediately placed back to the recording
stage and the probe was repositioned to approximately the same
loci in the 3D model. The post-injury recording contained a
�2 min delay to exclude artifacts associated with probe reinsertion.
The probe was rinsed with PBS between samples.

Fig. 5 Nonterminal assays for 3D brain tissue models. (A) Tandem liquid chromatography mass spectrometric
(LC/MS) measurements of glutamate (Glu) release after mechanical injury of the 3D brain tissue model. (a–c)
Representative LC/MS detection traces of the internal control Glu-N15 (a) and the Glu level at the baseline (b)
and after impact (c). Glu peaks (arrow) at a retention time of �21 min. (d ) Quantification of Glu levels before
and at 1 and 10 min after injury. Student t test. *P < 0.05; **P < 0.01 vs. before. (B) Microplate-based
AlamarBlue assay to measure viability of 3D tissue cultures. (a) An example plate culture after alamarblue
assay showing three samples (S1–S3) of five replicates per sample. (b) Brain-like tissues (red) and collagen
(Col) gel-based cultures (blue) of similar cell seeding numbers were compared. Data was expressed as
microplate reading relative to 24-h levels. Student t test. *P < 0.05, 3D vs. Col. Figures are modified with
permission from PNAS (Tang-Schomer MD, White JD, Tien LW, Schmitt LI, Valentin TM, Graziano DJ, Hopkins
AM, Omenetto FG, Haydon PG, Kaplan DL. Bioengineered functional brain-like cortical tissue. 2014; 111
(38):13811–6
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For analysis, the recording was imported into the Clampfit
software (Molecular Devices). Power spectrum of a 10-min record-
ing trace was obtained by fast Fourier transformation (FFT). Power
at each time point was calculated by the sum (mV2) of 0–50 Hz
power (mV2/Hz). For total power analysis assuming the 10-min
trace is representative of the sample’s homeostasis, averaging all
time points’ power gives the average total power. For activities that
display time-dependent changes, such as an initial burst followed by
slow depression, the recording time period needs to be divided into
a series of time windows. We divided a 10-min trace into 22 seg-
ments (t0–t21) with a window size of 27 s. The power sums were
plotted against the time points to demonstrate time-dependent
changes.

Example recording traces and power spectrum after FFT are
shown in Fig. 6A-b and -c, respectively. Time-evolved changes of
the total power with TTX treatment are shown in Fig. 6B. Example
recording traces and power analysis after mechanical injury are
provided in Fig. 6C-a and -b respectively.

Fig. 6 Electrophysiological analysis. (A) LFP measurement. (a) Schematics. (b) Representative signal traces of
baseline and after TTX (20 μM) treatment. (c) A representative power spectrum after fast Fourier transforma-
tion of raw signal traces. (B) Time-evolved changes of total power (millivolts2; 0–50 Hz) over a 20-min
duration (10 min of baseline and 10 min of TTX treatment). Each segment (t0–t20) represents a 27-s window.
Col, collagen. (C) Injury-induced electrophysiological activity changes. (a) Representative signal traces of
baseline (before) and after impact (after). The electrode was removed during injury and repositioned after a
�2-min delay to avoid artifacts from the impact. (b) Impact force-dependence and time-dependence of
activity changes. Total power calculated from recordings of a 10-min baseline, the first 1-min post-impact,
and tenth minute post-impact. Paired Student t test. *P < 0.05 vs. baseline. Figures are reprinted by
permission from PNAS (Tang-Schomer MD, White JD, Tien LW, Schmitt LI, Valentin TM, Graziano DJ, Hopkins
AM, Omenetto FG, Haydon PG, Kaplan DL. Bioengineered functional brain-like cortical tissue. 2014; 111
(38):13811–6
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3.6 Immunostaining

and Morphological

Analysis of 3D Brain

Tissue Models

Successful reconstitution of 3D brain tissue models can be assessed
visually using bright-field microscopy by identifying the outgrowth
of neurites within the central hydrogel. However, as the hydrogel is
not fully transparent, the identification of thin neurites may be
difficult for untrained eyed. Thus, fluorescent immunostaining
need to be performed using anti-TUJ1 and anti-GFAP for neurons
and astroglial cells, respectively. Figure 7A shows axon outgrowth
into the collagen gel-filled center region of the 3Dmodel overtime.
The 3D tissue cultures were fixed with 4% paraformaldehyde
(Fisher Scientific) for 20 min, washed, permeabilized with 0.1%
Triton X-100 (Fisher Scientific) including 4% goat serum (Sigma)
for 20 min. The fixed samples were incubated with primary anti-
bodies overnight at 4 �C, followed by three 10 min washes and
incubation with secondary antibodies for 1 h at room temperature
and subsequent PBS washes.

3D tissue models were imaged with a confocal microscope
(Leica SP2). In our system, a 10� lens captured a field of view of
1.5 mm by 1.5 mm which covered most of the center collagen gel

Fig. 7 3D axon growth and quantification. (A) Fluorescence images of (a) DIV3,
(b) DIV5, and (c) 2-week axons immunostained with β3-tubulin in green. DIV day
in vitro. Scale bar: 100 μm. (B) 3D neurite tracing with Fiji ImageJ. The traced
process shown in pink. (C) Axon 3D length measurements. Figures are modified
from reprints by permission from PNAS (Tang-Schomer MD, White JD, Tien LW,
Schmitt LI, Valentin TM, Graziano DJ, Hopkins AM, Omenetto FG, Haydon PG,
Kaplan DL. Bioengineered functional brain-like cortical tissue. 2014; 111
(38):13811–6
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region. With a working distance reaching 1 mm, the model can be
flipped and imaged again to cover the entire height of the 3D
model.

Two quantitative measures were used for image analysis, axon
3D length growth and network density. Fiji ImageJ, “Simple
Neurite Tracer” plugin was used for 3D axon tracing and measure-
ments [21]. A start point and an end point of an axon in the 3D
stack were manually picked. The tracer program automatically
searched for a path between the two points approximating the
axon trajectory. The process was repeated until a complete axon
path was constructed. This method is useful to quantify axon
length and suitable for 3D tissue models less than 1 week old.
Figure 7b shows an example of 3D axon tracing, and Fig. 7c
quantifications.

For 3D cultures with dense axon networks, network density
analysis was performed on the z-stacks with a custom automated
image analysis code. Each 2D plane within a z-stack was filtered to
remove noise and cell bodies. The filtered images were then binar-
ized to produce a neurite mask. Regions of low signal where neurite
extensions were not observed were identified and excluded from
the analysis by dilating the neurite mask with increasing radii until a
minimal (�5) number of connected components was achieved,
giving a total area mask. The percent area covered by the neurites
per 2D plane of the corresponding z-stack was determined by
dividing the number of positive pixels in the neurite mask with
the number of positive pixels in the total area mask. The mean
percent area was finally computed over the entire z-stack for each
sample resulting in average neurite network density. This method
was used to quantify network density in Fig. 3B, and elsewhere
[8, 9, 11].

3.7 Genetic Analysis Analysis of the 3D brain model’s genetic materials is necessary for
evaluating the model’s gene expression under controlled in vitro
conditions. For extraction, we used Qiagene Mini AllPrep™
DNA/RNA/Protein kits and QIAshredder kit. The total DNA
levels can be used to estimate the final cell numbers of 3D tissue
cultures. Picogreen (Invitrogen) assay was used to measure DNA
quantities. NanoDrop was used to measure RNA quantities, and
BCA Protein Assay kit (Millipore) for protein quantification.
Figure 8 shows expected nucleic acids and protein yields per 3D
brain tissue model. RNAs were further purified with DNAse treat-
ment (Sigma), and cDNA synthesized with an iScript Reverse
Transcription Supermix kit (Bio-Rad). cDNAs were used with spe-
cific primers of targeted genes of interest for quantitative real-time
PCR [7].
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4 Conclusions

Here, we described a bioengineered in vitro 3D brain tissue model
that is suitable for investigating the brain during homeostasis as
well as brain injury. The model has exhibited in vivo-like behavior
to TBI-like conditions including electrophysiological responses.
The model’s base materials (silk scaffold, hydrogel, cells) can be
obtained from raw natural sources and commercially available; and
the model assembly is a straightforward process. Following the
design principles, the model can be expanded to other materials
and structural forms. A wide range of biological assays have been
adapted for the model to provide comprehensive assessment
including structural, biochemical, genetic, and functional
outcomes.

5 Notes

1. Fibroin purity is important to ensure the consistency of the
final product. Tips: Silk boiling can be facilitated by stirring
every couple of minutes with a spatula. Use force to wring and
wash the fibroin.

2. LiBr purity is critical to ensure the concentration needed for
complete dissolution of silk fibroin. Tip: LiBr absorbs vapor in
ambient air. Use air-tight storage and keep fresh stocks.

3. Cover the beaker to prevent evaporation.

4. The liquid silk fibroin can be stored at 4 �C for up to 1 month
in a closed container.

5. The ratio and mixing of the silk fibroin solution and salt are
critical for the quality of the final product. Since salt-induced

Fig. 8 Expected yield of nucleic acids and protein per construct in relation to the cell density. (A) DNA and
RNA quantification. (B) Protein quantification. Figures are reprinted with permission from Journal of Visual
Experiments: Chwalek, K., Sood, D., Cantley, W. L., White, J. D., Tang-Schomer, M., Kaplan, D. L. Engineered
3D Silk-collagen-based Model of Polarized Neural Tissue. J. Vis. Exp. (104), e52970, doi:https://doi.org/10.
3791/52970 (2015)
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fibroin precipitation occurs instantaneously, uneven salt distri-
bution would result in pores of uneven sizes and density. Tips:
(1) Handle the silk fibroin solution slowly and avoid bubbles.
(2) Pour the salt particles steadily across the dish surface while
rotating the dish to ensure even distribution.

6. Cover the dish with Para film to prevent water evaporation.
Tip: Use a pipette tip to gently tap the surface of the mixture. If
the tip pulls out viscous liquid, it means that fibroin precipita-
tion is incomplete, and needs more time.

7. The silk mat’s bottom face in contact with the petri dish is
smoother than its top face, because the open surface has more
defects. Tip: Trim off the top rough surface of the silk mat.

8. Silk scaffolds at the different stages of pre- or post-autoclave
and pre-or post-PDL coating can be stored immersed in sterile
water at 4 �C, or without water at �20 �C in a closed container
for months. Tips: (1) Use care to handle dried silk scaffolds as
they are brittle and light-weight when completely dehydrated.
(2) Add water or PBS to rehydrate a dried scaffold. The scaffold
can recover its shape without damage.

9. A neutral pH is critical for the collagen gel quality. Conditions
too acidic or basic result in flimsy collagen strands and less
homogeneous gel composition. Tips: Titration with NaOH at
1 μL a time is often needed to reach a neutral pH. Use the color
change (from yellow to pinkish orange) when using M199 or a
pH paper when using DMEM to gauge the gel’s pH.

10. Matrigel solidifies at room temperature. Tip: Make frozen
aliquots. Thaw on ice before use.

11. Hydrogels need to be prepared fresh right before use.

12. Be gentle and avoid air bubble formation.

13. The scaffolds were placed as one layer covering the well surface,
maximizing cell access to the scaffolds.

14. The scaffold needs sufficient wash before hydrogel embedding
to avoid accidental trapping of un-attached cells.

15. The scaffolds need to remain hydrated yet free of excess liquid
to avoid diluting the gel solution during the next step. A
hydrophobic surface helps contain the liquid gel within the
scaffold; otherwise, a wet (or wetted) surface would lead the
liquid gel to spread and unable to solidify in place. Process one
sample at a time for this and the following step, to prevent the
cells in the scaffold from drying. Tip: Dab the scaffold on a dry
sterile surface a few times first to ensure that most of the excess
liquid is removed, and set onto a new dish before adding the
liquid gel.
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16. We typically embed the scaffolds in batches of ten. At 30 min,
we would check the samples for gel appearance. We would add
a little more liquid gel to those with insufficient gel volume and
allow for more gelation time.

17. We did not observe differences of un-fixed samples or samples
fixed with 4% paraformaldehyde. Accordingly, 3D cultures
after all the necessary biological assays can be fixed, stored in
PBS at 4 �C and reserved for mechanical testing at later time
points.

18. The screw head needs to be flat and smooth, with a size to
match that of the 3D tissue model.

19. The weight and height of the injury apparatus can be adjusted
based on Newton’s gravitational formula, mgh ¼ 1=2kx22

2,
where m is the weight, g is gravitational constant (9.91 m/s2),
h is the height. k is the spring constant, given as Young’s
modulus (E) multiplied by the original area (A0) divided by
the original length (L0) of the test sample. x is the compressive
distance.

20. The artificial CSF consists of (in mM): 125 NaCl, 5 KCl,
5 glutamate, 10 HEPES, 3.1 CaCl2, and 1.3 MgCl2, titrated
to pH 7.4 using 1 M NaOH, supplemented with 10 mM fresh
glucose before use.

21. It is important to keep the construct stationary in the liquid.
The liquid level should submerge the construct; however, do
not let it float.

22. Visual inspection is sufficient to determine the entry of the
electrode into the construct. A slight movement of the elec-
trode would move the construct if it is securely positioned.

23. Environmental noises need to be prevented by shielding the
recording area with a Faraday cage, by turning off all electronic
devices including lights within the cage, and by avoiding cell
phone use near the cage.
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Chapter 3

Modeling Traumatic Brain Injury In Vitro

Daniel E. Bonder, Carolyn E. Keating, Namas Chandra, D. Kacy Cullen,
and Bryan J. Pfister

Abstract

Traumatic brain injury (TBI) is unique among neurological afflictions in that it is induced by a discrete
physical event. To understand the relationship between mechanical loading and the evolution of structural
and functional alterations of neural cells, TBI researchers have utilized in vitro models. These models were
engineered to mimic loading conditions relevant for clinical TBI and to allow for the microscopic study of
the cellular responses in real time. Collectively, this high degree of experimental control has resulted in
robust platforms that enable the exploration of biological mechanisms involved in the progression of neural
cellular injury. This chapter presents detailed background and methodology pertaining to two established
in vitro models used in the field: (1) “stretch” injury to two-dimensional (2-D) cultures, and (2) simple
shear deformation applied to three-dimensional (3-D) cell-containing matrices. The stretch injury para-
digm uses a rapid pressure-pulse to stretch an elastic silicone membrane on which neural cells are cultured.
The resulting deformation can be either biaxial or uniaxial, and is commonly applied to 2-D neuronal
cultures with isolated axonal projections to model tensile loading in aligned axonal tracts, believed to be a
proximal cause of diffuse axonal injury, the “hallmark” pathology of closed-head TBI. Rapid shear
deformation to 3-D neural cellular constructs is applied using a linear actuator and is designed to replicate
the complex loading conditions experienced by brain cells during inertial loading, with shear being the
dominant mode of deformation in the nearly incompressible brain. This model has been utilized to study
the acute and longer-term responses of 3-D neuronal cultures or 3-D neuronal-astrocytic cocultures to
heterogeneous strain fields representative of loading patterns in vivo.

Key words Traumatic brain injury, Stretch injury, Axonal injury, Neuronal deformation, Astrocyte
reactivity, Shearing injury, Plasma membrane permeability, In vitro model

1 Introduction

Traumatic brain injury (TBI) is unique among neurological afflic-
tions in that it is induced by a discrete physical event, causing
immediate effects on neural cells and vasculature while initiating a
series of pathophysiological responses that may last over a pro-
tracted time frame.

The injury to neurons has been linked to the rapid deformation
of brain tissue as a result of the damaging head motions [1, 2].

Amit K. Srivastava and Charles S. Cox, Jr. (eds.), Pre-Clinical and Clinical Methods in Brain Trauma Research, Neuromethods,
vol. 139, https://doi.org/10.1007/978-1-4939-8564-7_3, © Springer Science+Business Media, LLC, part of Springer Nature 2018
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Biomechanical studies have shown that rapid rotational motion of
the head results in large intracranial shear deformation of the
brain with respect to the comparatively rigid skull [3–5].
This macroscopic shear deformation can translate microscopically
to rapid stretching of neurons and their axons, Fig. 1 [6, 7].

Understanding the relationship between mechanical loading
and the evolution of structural and functional alterations of neural
cells is essential, yet can be particularly challenging using animal
models. Biomedical engineers have been instrumental in develop-
ing in vitro models to study TBI, which offer several advantages
including (1) controlled biomechanical inputs designed to mimic
loading conditions relevant for clinical TBI, (2) defined neural
cellular populations to systematically build complexity, (3) ease of
access for repeated measures, and (4) the potential to study cellular
responses in real time. Collectively, this high degree of experimental
control has resulted in robust platforms that enable the exploration
of biological mechanisms involved in the progression of neural
cellular injury. Over at least the past three decades, numerous
in vitro injury models have been developed that apply mechanical

Fig. 1 Predicted Brain Tissue Deformation Patterns in TBI. (a) Illustrates how
rotational motions can deform brain tissue. (b) Shows mock-up of a pig brain
deforming in shear due to rotational motion (from [2]). (c) Illustrates the concept
of shear deformation of a block of brain tissue, translating into a uniaxial stretch
of neuronal fibers along the diagonal
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perturbations to cultured neural cells [6–13]. These models repli-
cate many of the morphological and ultrastructural changes
observed in vivo and have had significant impact in the field by
identifying many important post-injury pathobiological processes
[1, 12, 14–22].

Due to the biomechanical etiology of TBI, when utilizing
reduced models for scientific investigation it is desirable to apply
injury parameters that are scaled from the physical loading experi-
enced by the human brain in TBI. The soft brain tissue reacts slower
to the rotation of the head, often causing large intracerebral shear
deformation with respect to the comparatively rigid skull. Macro-
scopic shear deformation of brain tissue translates microscopically
to rapid longitudinal or uniaxial stretching along the diagonal of a
representative cube, Fig. 1b. Axon fibers aligned along the diagonal
will be stretched while perpendicular fibers will be compressed. It is
believed that axons are mostly damaged by the stretching forces,
whereas compression forces would simply release damaging forces
and cause the axon to undulate. A uniaxial stretch to isolated axons
would model tensile loading in aligned axonal tracts, believed to be
a proximal cause of diffuse axonal injury, the “hallmark” pathology
of closed-head TBI.

This chapter presents detailed background and methodology
pertaining to two established in vitro models used in the field:
(1) “stretch” injury to two-dimensional (2-D) cultures that may
be biaxial [23–25] or uniaxial [6, 13, 26, 27], and (2) simple shear
deformation applied to three-dimensional (3-D) cell-containing
matrices [10, 17]. Most in vitro TBI models, similar to the systems
described in this protocol, use a custom fabricated device, although
there is at least one commercially available stretch system (Cell
Injury Controller; Custom Design & Fabrication, Inc., Sandston,
VA). While custom-built systems are not generally commercially
available, the developing labs are often open to collaboration and
assistance.

1.1 2-D In Vitro

Stretch Injury Models

The 2-D stretch injury paradigm uses a rapid pressure-pulse to
stretch an elastic silicone membrane on which neural cells are
cultured. The deformation can be either biaxial or uniaxial, applied
to either neuronal cultures including both soma and axons or to
isolated axonal projections. Stretch injury models were first
designed to apply a rapid pressure-pulse and cause biaxial defor-
mation of the membrane, Fig. 2. To control the pressure pulse,
high speed solenoid valves are used to inject compressed air into a
chamber that contains the neuronal culture. Aspects of the pressure
pulse can be controlled including: (1) peak pressure, which is
proportional to the stretch of the axons, (2) pressure rise time,
representing the rate of stretch (speed of injury), and (3) pressure
pulse duration that defines the impulse of the stretch injury, Fig. 2F.
Through calibration, the stretch of the membrane can be related to
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the pressure pulse [6, 13]. The relevant strain fields that are gener-
ally considered can span a great amount; 10–70% strain with applied
strain rates of 10–100 s�1 [6, 28, 29]. The amount of strain to
induce injury will vary with the mode of deformation with biaxial
requiring less deformation than uniaxial.

Since uniaxial (longitudinal) stretching of the axon is a mechan-
ically relevant deformation in axonal injury, two models have been
implemented to deliver a uniaxial stretch injury [7, 13]. Here we
describe a protocol based on the method developed by Smith and
Meaney where a cell-free gap is created across which cultured axons
grow [6, 27]. Cells are restricted from adhering to a 1.5–2 mm line
across the well by covering the region with a silicone divider.
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Fig. 2 The In Vitro Stretch Injury System. The stretch injury system uses a pressure-pulse to stretch-injure
cultured axons on a deformable substrate. (a) Shows the components of the single well design (in order from
left to right: Aclar® underside mask, bottom well piece, top well piece, well O-ring). (b) Shows the assembled
well (left) and 3D-printed deformation mask (right). (c) Shows the top and bottom pieces of the injury chamber,
while g shows the fully assembled injury chamber with culture well. Injuries are produced using an air pulse
generating system, illustrated in d. Bold lines denote the flow of air through the system. (e) Illustrates the
concept of uniaxial stretching of axons along a cell-free gap. Deformation is constrained by the deformation
mask. (f) Shows a sample pressure pulse with relevant parameters, peak pressure amplitude and pressure
rise time, labeled (see arrows)
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Neurons are seeded on both sides of the divider and allowed to
adhere to the substrate. Upon removal of the divider, developing
axons grow across the gap over 9–11 days in vitro (DIV). This
isolated axonal region is stretched by placing a complementary
injury mask underneath the silicone substrate, only allowing the
pressure pulse to deform this region, Fig. 2e.

1.2 3-D In Vitro

Shear Deformation

Injury Model

This model replicates two important parameters in TBI:
(1) mechanical shear which is the dominant form of tissue defor-
mation that occurs in the brain during trauma, Fig. 1 [5, 10] and
(2) the 3-D cellular and extracellular matrix (ECM) environmental
effects on injury. Cells in the brain exist in a complex environment
in which they extend their processes and come in contact with both
ECM and other cells in 3-D. This complex arrangement is an
important consideration when examining the effects of physical
forces on cells, especially in the study of mechanical trauma such
as TBI. For instance, the translation of forces from bulk tissue
(macro) to cellular (micro) deformation may occur differently in
2-D and 3-D configurations. The complexity of neural cell mor-
phology, which increases in 3-D, affects the complexity of the strain
field to which the cell is exposed [30], resulting in simultaneous
combinations of compressive, shear, and tensile forces. As bulk
deformation is translated through physical coupling, factors such
as cell morphology, matrix mechanical properties, and cell-ECM or
cell–cell interactions will have important effects on the transfer of
strain to cells, and might underlie localized differences in suscepti-
bility to stress.

Another factor affecting the transfer of bulk to cellular defor-
mation is the bioactivity and physical properties of the ECM mate-
rial. Viscoelasticity and porosity may affect how reliably bulk
deformation is transferred to cells in a 3-D matrix, and these
properties can be altered in vitro to approximate those of brain
tissue. Cell-ECM and cell-cell contacts may also affect force trans-
lation. The number and spatial distribution of these interactions
can affect the size and location of stresses that develop on and
within cells, which may influence the probability of cellular struc-
tural failures. Additionally, these models have the advantage of
being able to systematically control various cell culture parameters
such as cell composition and matrix constituents that enable the
elucidation of the roles of specific factors in bulk to cellular defor-
mation and the associated responses.

Here we describe a protocol based on the method created by
LaPlaca and Cargill, which uses 3-D neural cellular constructs
(Fig. 3) subjected to controlled 3-D shear-strain based loading
profiles [10, 30]. A custom-designed device uses a linear actuator
to reproducibly deliver a specified strain field to neural cells within a
3-D bioactive ECM based scaffold. The device input approximates
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the 3-D strain fields predicted during closed-head diffuse injury in
the human brain. This model has been utilized to study the acute
and longer-term responses of 3-D neuronal cultures or 3-D neuro-
nal-astrocytic cocultures to injury.

Fig. 3 Concept: Tissue Engineered 3-D Neural Cell Cultures for Neuromechanobiological Investigations In Vitro.
Cellular constructs consist of (a) neurons or (b) neurons mixed with astrocytes, distributed throughout the full
thickness of a 3-D matrix/scaffold (>500 μm). (c) Neurons in 3-D culture, shown to express neuronal-specific
proteins MAP-2 (green) and tau-5 (red) with nuclear marker Hoechst 33258 (blue), assume complex
morphologies with 3-D neurite extension. (d) These cultures are useful to study neuron–astrocyte interactions
in 3-D. (e) Live neurons (green) demonstrating survival and network formation throughout the thickness of the
3-D cultures. (f) Volumetric rendering of live neurons in 3-D culture. Neurobiological studies of neural cells
within 3-D matrices provide enhanced fidelity to in vivo while affording all advantages of traditional (planar)
in vitro systems. Panels (a), (b), (d), and (e) reproduced with permission from Cullen et al., 2011, Begell House;
panel (c) reproduced with permission from Irons et al., 2008, IOP Publishing; (and panel (f) reproduced from
Cullen et al., 2006, Mary Ann Liebert, Inc.)
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2 Materials: 2-D In Vitro Stretch Injury Model

– 7.8 mil (199 μm) or 2 mil (51 μm) aclar sheets (Electron
Microscopy Sciences).

– Ultrapure water (Milli-Q).

– Sparkleen (Fisher, 04-320-4) or similar labware detergent.

– 70% ethanol (Ricca Chemical, 2546.70-2.5).

– Silicone sheets, 0.00500, 1200 � 1200 (Specialty Manufacturing
Inc.).

– Poly-L-lysine (R&D Systems Cultrex, 34-382-0001).

– Leibowitz L-15 Medium (Gibco, 11-415-064).

– Hank’s Balanced Salt Solution containing Ca2+ and Mg2+

(HBSS+, Gibco, 14-025-076).

– Hank’s Balanced Salt Solution without Ca2+ andMg2+ (HBSS�,
Gibco, 14-175-095).

– Phosphate Buffered Saline (PBS, GIbco 10010031).

– Trypsin-EDTA (0.5%) (Gibco, 15-400-054).

– Fetal Bovine Serum (FBS, Gibco, 10-082-139).

– Neurobasal Medium (Gibco, 21-103-049).

– B27 Supplement (Gibco, 17-504-044).

– Penicillin/Streptomycin (P/S, Gibco, 15-140-163).

– GlutaMAX 100� (Gibco, 35-050-061).

– Trypan Blue Solution (0.4%) (Gibco, 15-250-061).

– Dash Number 018 high temperature silicone o-ring (McMaster
Carr, 9396K65).

– Fluorescent Beads (Invitrogen, G0100).

– Compressed air tank (AirGas, UN1002).

– Surgical toolset (for instance: small scissors, curved forceps, two
fine forceps, straight blade #11 scalpel, surgical spatula, fine
angled forceps).

3 Methods: 2-D In Vitro Stretch Injury Model

3.1 Production

of Injury Masks

The premise of the design is to unaxially stretch injure isolated
tracks of axons (sparing the neuronal somata) to study the direct
effect of mechanical stretch on the evolution of axonal pathology
[6]. Our axonal injury system utilizes two types of injury masks,
one of which is built into the injury well itself on the underside of
the silicone membrane (referred to as the “underside mask”) and
another that is utilized during injuries to create uniaxial stretch
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(the “injury mask”) (Fig. 2). The underside mask is cut from sheets
of 7.8 mil (~0.2 mm) Aclar® film using a Cricut Explore One
stencil cutter. Details on mask thickness are described in greater
detail below in the Notes 1 and 2.

Wells can be constructed lacking the underside mask. However
this piece serves several important and helpful purposes. First, it
constrains the stretch to be uniaxial rather than biaxial. Second, it
clearly outlines the injury field, removing possible ambiguity about
which cells or neurites were directly deformed. Third, it ensures
that cellular elements outside of the injury field remain uninjured
(see Notes 1 and 2).

The injury mask (Fig. 2b) can be 3-D printed. We have used
both the Ultimaker 3 thermal deposition printer and Objet
30 Prime polyjet printer. There are not strict requirements
concerning the type of print material, only that the mask be rigid
enough to not bend significantly when pressure is applied to the
injury chamber. A dual extrusion printer is needed, however, as the
mask design requires a support material.

3.2 Nonsterile

Preparation of Injury

Wells for Device

Calibration

3.2.1 Overview

The well design allows for rapid assembly by press-fitting two
concentric polyetheretherketone (PEEK) rings together, held in
place by an O-ring (Fig. 2a, b). The smaller of the PEEK rings
contains a groove for the insertion of an O-ring. This O-ring served
three purposes: (1) applied pre-stretch to the silicone membrane,
(2) held the well together, and (3) acted as a gasket to prevent
media leakage. A square of silicone membrane was placed flat over
the larger ring, wrinkles in the membrane were straightened and the
smaller ring was gently pressed into the larger. The circular geome-
try ensured that the membrane was pre-stretched equibiaxially and
uniformly throughout the well. As previously mentioned, the well
design is further modified by including an Aclar® underside mask
(Fig. 2a) that sits underneath the silicone sheet and creates a seal
with it.

For calibration purposes, the wells do not need to be assembled
by the full sterilization procedure. The protocol below outlines a
quicker way to prepare injury wells for nonsterile calibration
experiments.

3.2.2 Protocol 1. Cut a silicone sheet into 3.5 cm � 3.5 cm2 (or larger).

2. Place a Dash Number 018 high-temperature silicone O-ring on
the small PEEK well piece.

3. Place an Aclar® underside mask within the large PEEK well
piece.

4. Dip the large well piece with the Aclar® mask into a beaker of
purified reverse osmosis (RO) water, holding the mask in place
to prevent it from floating up. Lift up out of the beaker,
keeping a pool of water within the well piece atop the mask.
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5. Lay a precut square of silicone on top of the large PEEK well
piece (see Note 3).

6. Center the small PEEK well piece on top of the silicone square,
then press the well pieces together, ensuring that the silicone
placement is more or less centered within the well. The well is
now assembled.

7. If desired, trim the excess silicone using a razor.

8. Allow wells to air dry for a minimum of 1 h.

3.3 Calibration:

Determining Static

Pressure-to-

Deformation

Relationship

3.3.1 Overview

Each deformation geometry (equibiaxial, uniaxial and width of
gap) will have a unique pressure to deformation relationship due
to a changing membrane stiffness which is related to how the
membrane is constrained. Polystyrene fluorescent beads (Invitro-
gen) were used to measure the uniaxial deformation of the silicone
membrane. A picture of the adherent beads was taken in the unde-
formed state, that is, 0 psi (Fig. 4a). The chamber pressure was
increased incrementally and pictures were taken of the membrane in
its deformed state (Fig. 4b, c). All measurements were done using

Fig. 4 Determining Relationship between Chamber Pressure and Stretch Deformation. Fluorescent beads are
plated on injury wells. (a–c) Show representative images of the same field of fluorescent beads at 0 psi, 9 psi,
and 18 psi. Arrows denote the distance, measured in image pixels, between two pairs of beads. (d) Shows the
average percentage of stretch deformation across a range of chamber pressures. (e) Shows all measured data
points that were used to calculate the average in d
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deformation masks to create a uniaxial deformation. Strain was
calculated using the equation:

Strain ¼ l f � l0
l0

� 100%

Pairs of fluorescent beads were selected for measurement based
on two factors: (1) pairs must be aligned within 5� of the stretch
direction as to not affect linear measurement and (2) based on the
ability to visualize the bead pair throughout the entire sequence
of images. The distance between the selected pair of beads was
measured in the undeformed state in terms of relative number of
pixels (l0) (Fig. 4d, e). This measurement was repeated for the
same pair of beads for pictures of the membrane in its deformed
state (lf).

If desired, the system can also be used to induce biaxial stretch
deformation on a cell culture (data not shown). Characterization of
biaxial stretch is based on a similar principle using fluorescent
beads, as described above. Specifically, three beads are chosen
within an imaging field. Pictures of these three points are taken in
the undeformed state (0 psi) and at chamber pressure increments in
the deformed state [6, 13]. From the three points, two vectors can
be defined, dX(1) and dX(2); these vectors represent the membrane
stretch. Two vectors are used to define the membrane at each level
of chamber pressure: dx(1) and dx(2). F is then defined to be the
deformation gradient tensor such that:

dx 1ð Þ ¼ FdX 1ð Þ, dx 2ð Þ ¼ FdX 2ð Þ

From this derivation, F is defined as:

F ¼ dx 1ð Þ dx 2ð Þ��dX 1ð Þ
���

���dX 2ð Þ
h i�1

From this the Cauchy-Green deformation tensor is calculated:

C ¼ FTF,

Finally, using the deformation, the Lagrangian finite strain
tensor is derived:

E ¼ C� Ið Þ
2

The diagonal terms of tensor E provides strain information in
the x, y directions, as well as information on shear stresses in the off
diagonal terms. Thus the relationship between chamber pressure
and biaxial stretch is established.

3.3.2 Protocol 1. Construct injury wells in nonsterile manner as described above.

2. Once fully dried, dilute fluorescent beads to 103 beads/mL
from stock solution and plate on the injury wells.
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3. Rock the wells side-to-side and back-to-front several times to
ensure even distribution of the beads.

4. Incubate wells for a minimum of 15 min at room temperature,
protected from light.

5. Aspirate fluorescent beads and gently rinse once with PBS,
HBSS, or water.

6. Aspirate rinse and allow wells to dry for a minimum of 1 h,
protected from light.

7. Once wells are dry, add 200 μL of HBSS with 0.1% Triton
X-100 and secure a well inside the injury chamber (seeNote 4).

8. Place injury chamber on an inverted microscope stage.

9. Connect the chamber to a tank containing compressed air with
a regulator that allows for pressures up to around 20 psi to be
applied to the chamber.

10. Using a 20� or 40� objective lens, focus on the center of the
well’s injury field (see Note 5).

11. Capture images of the same field of fluorescent beads at a range
of pressure (e.g. 0, 6, 9, 12, 15, and 18 psi).

12. When all images have been captured, well can be rinsed once
with PBS, HBSS, or water and allowed to dry.

13. Repeat procedure for desired number of injury wells.

14. For each well’s series of images, choose pairs of beads that are
aligned with the direction of uniaxial stretch and measure the
distance (in pixels) between the beads in each pair, at each psi
(Fig. 4a–c).

15. Calculate the percent change in distance for each bead pair
relative to the initial 0 psi distance; this represents the percent
stretch at each static pressure.

16. Plot the average deformation as a function of chamber pres-
sure; determine the equation of the best fit trend line (Fig. 4d;
see Notes 6 and 7).

3.4 Primary Cortical

Neuronal Cell Culture

Procedures

3.4.1 Sterile Preparation

of Injury Wells for Cell

Culture

Preparation of the injury wells requires a full day, or the procedure
can be split across 2 or more days.

1. Soak the well pieces, Aclar® underside masks, and well O-rings
in purified RO water with Sparkleen or similar laboratory
detergent; scrub the well pieces with a toothbrush or glassware
brush.

2. Rinse the well pieces, Aclar® underside masks, and O-rings
thoroughly with RO water 3�.

3. Soak all well components in 70% ethanol and agitate by stirring
or shaking; rinse 3� with RO water (see Note 8).

4. Sonicate all well components in ROwater for 15 min, replacing
the water after the sonication.
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5. While sonicating, cut 3.5 cm � 3.5 cm2 from a silicone sheet;
soak the silicone squares in 70% ethanol (see Note 9).

6. Upon completion of sonication, assemble the wells; start by
placing a Dash Number 018 high-temperature silicone O-ring
on the small PEEK well piece.

7. Place an Aclar® underside mask within the large PEEK well
piece.

8. Dip the large well piece with the Aclar® mask into a beaker of
RO water, holding the mask in place to prevent it from floating
up. Lift up out of the beaker, keeping a pool of water within the
well piece atop the mask.

9. Lay a precut square of silicone on top of the large PEEK well
piece.

10. Center the small PEEK well piece on top of the silicone square,
then press the well pieces together, ensuring that the
silicone placement is more or less centered within the well (see
Note 10).

11. Trim the excess silicone using a razor.

12. Sonicate completed wells in fresh RO water for 15 min.

13. Transfer the wells to an autoclave-safe container, submerge the
wells in RO water, and autoclave for 30 min.

14. Drain the water from the container and allow wells to air dry
for at least 1 h in a sterilized biosafety cabinet for a minimum of
1 h (see Note 11).

15. Add 750 μL of poly-L-lysine solution to each injury well and
incubate at 37 �C for at least 1 h.

16. Briefly rinse wells for 5 min with 1 mL of sterile culture-grade
water and allow to air dry for at least 1 h; at this point the wells
are ready for plating (see Note 12).

17. If a cell-free gap is desired for an axon-only region, cut 2 mm-
wide silicone strips, rinse the strips in 70% ethanol followed by
RO water, and autoclave dry for 1 h.

18. Allow the strips to dry, if necessary.

19. Lay the silicone strips across the center of the injury wells using
forceps (see Note 13). The strips should stick well to the
silicone well bottom.

3.4.2 Cortical Dissection

and Cell Culture

Protocol

1. Prepare 50 mL of Cortical Media by combining 48.9 mL
Neurobasal Media (4 �C), 1 mL B27 Supplement, and
100 μL GlutaMAX (0.4 mM).

2. Prepare 2 mL of Cortical Media + Penicillin/Streptomycin
(Cortical Media + P/S) by removing 1.98 mL Cortical
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Medium to a separate 15mL tube and adding 20 μL penicillin/
streptomycin (final concentration of 1%).

3. Prepare HBSS+/20% FBS/DNAse I solution by combining
1.9 mL HBSS containing calcium and magnesium, 0.5 mL
FBS, and 0.1 mL DNAse I (100 units) in a 15 mL tube.

4. Obtain E17 or E18 rat embryos, maintain on ice, and remove
embryos from placental sacs. Remove brains from the embryos.
Remove meninges and isolate cortices from the rest of the
brain, placing cortical fragments in 4 mL L-15 media kept on
ice (see Note 14).

5. Once all cortices are removed, use the spear end of the surgical
spatula to break apart the large cortical pieces using a mortar
and pestle motion.

6. Allow cortical pieces to settle to bottom of tube and carefully
remove the L-15 media.

7. Gently add 4 mL room temperature HBSS without calcium
and magnesium to the tube. Allow the cortical pieces to settle
to the bottom.

8. Remove the HBSS without calcium and magnesium and gently
add 2.5 mL of 37 �C trypsin-EDTA solution (0.05%) diluted in
HBSS without calcium and magnesium. Mix (do not vortex)
and place at 37 �C for 20 min.

9. After 20 min add 2.5 mL of HBSS+/20% FBS/DNAse I at
37 �C to inactivate the trypsin-EDTA solution.

10. Triterate the cortical pieces using a glass pipette 20 times, then
incubate the tube at 37 �C for 20 min (see Note 15).

11. Spin the tube at low speed (800 rpm) for 5 min.

12. Remove the supernatant, leaving the pellet undisturbed.

13. Resuspend the pellet in 2 mL of Cortical Media with penicil-
lin/streptomycin by triterating 20 times using a glass pipette
(see Note 16).

14. Dilute a portion of the final cell suspension 1:10 in Trypan
Blue solution (100 μL cell suspension to 900 μL Trypan Blue).
Count cell density with a hemocytometer.

15. Add 900 μL of 37 �C Cortical Media to each well.

16. Dilute a portion of the final cell suspension in a new tube such
that each well will receive 100 μL of cell solution containing
175,000 cells per well (roughly 750 cells/mm2; see Notes 17
and 18).

17. Slowly add 100 μL of cell dilution directly to the center of each
well, and do not disturb the wells for 10 min.

18. Very gently mix the wells by rocking them from side to side,
and front to back.
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19. Place wells in 37 �C incubator.

20. If wells are to contain a cell-free gap, at least 2 h after plating,
gently remove the cell-free gap silicone strip using autoclaved
or ethanol-sterilized fine tip forceps.

21. Feed the wells every 2–3 days by replacing half the well volume
(see Notes 19 and 20).

3.5 Basic Injury

Device Operation

3.5.1 Hardware

The injury device delivers a precise air pressure pulse to the injury
chamber, resulting in uniaxial stretch of the silicone membrane, and
the axons or cells on the silicone, above the gap area of the defor-
mation masks (Fig. 2e). In our stretch injury model, the control
system needs to be able to control two important parameters, the
pressure amplitude within the injury chamber and the duration of
pressure release into the injury chamber. The control system must
be able to precisely and consistently adjust these parameters to
allow for stretch injuries across a diverse range of injury intensities
and rates. Further, it is necessary to be able to measure these
parameters in real time to know the exact attributes of injury
being induced.

The degree of pressure increase in the injury chamber correlates
to the magnitude of stretch injury inflicted upon the cells or axons
within the injury zone. This is the basis for the static pressure-
deformation characterization above; higher chamber pressures pro-
duce greater strain. Varying the chamber input pressure affects the
rate at which the intra-chamber pressure rises. Modulating the
chamber pressure could be controlled manually in a simplistic
system using a pressure regulator setup, though the tradeoff
would be greatly reduced precision especially with respect to the
duration of the pressure pulse. We devised an automatic pressure
control system using a Parker Hannifin VSO®-EP Miniature Elec-
tronic Pressure Control Unit. This component converts a tunable
electrical control signal into a proportional pneumatic output with
excellent precision and reproducibility. This unit regulates the pres-
sure within a small reserve air tank, which acts as the reservoir of
pressure to be released into the injury chamber (see. Fig. 2d).

The duration of the pressure pulse within the injury chamber
correlates to the rise time and duration of the stretch injury. This
parameter is dependent on the valve open time, that is, the length
of time the pressure is allowed to be released into the chamber. The
particular challenges for an in vitro stretch injury model hinge on
achieving the fast rise times observed in traumatic brain injury, on
the order of milliseconds. To achieve rapid pressure rise times, we
utilize a solenoid valve, the Parker Hannifin Series 9 Miniature
Calibrant Valve, which enables high speed, very low leak rate, and
high flow control of air pressure into the injury chamber. The valve
is situated in between the reserve air tank, which stores the pressure
to be released into the chamber, and the chamber itself. Opening of
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the valve releases the pressure pulse into the injury chamber. This
valve should be three-way, so that the pressure pulse is vented out of
the chamber upon valve closure.

The exact dynamics of the resulting injury are dependent on
both the input pressure and valve open time. In general, higher
input pressures result in greater degrees of strain and quicker injury
rise times; longer valve open times result in longer pressure pulses
and greater degrees of strain. These parameters are interdependent.
For example, two pressure pulses with the same input pressure but
different valve open times will produce two different injury profiles.
The faster pulse (shorter valve open time) will also display a reduced
pressure amplitude relative to the longer pulse. If a specific type of
injury is desired, the device operator must first experimentally
determine the necessary pulse parameters more or less by trial and
error. Figure 5 shows representative pressure pulses across a range
of strain amplitudes and strain rates, up to 60% strain and 90/s
strain rate.

There are also other factors that can alter pulse dynamics from
one device setup to the next. Namely these are the length and
diameter of the tubing used to connect the reserve tank to the
valve, and the valve to the injury chamber. For a single well system
like the one described here, the air volume within the chamber is
small. Therefore, changes to the tubing connecting the valve to the
chamber can have a relatively large impact on the effective chamber
air volume. A larger chamber volume requires greater input pres-
sure to reach the same level of chamber pressure and therefore
silicone stretch, and vice versa.

The tubing connecting the reserve tank to the valve can also
play a role in modulating pressure pulse dynamics. Air flow from the
reserve tank to the valve to the chamber is constrained by the
smallest diameter orifice within the system. In our setup, this is
the orifice within the solenoid valve itself, at 0.0600. If smaller
diameter tubing or a smaller flow control orifice is placed directly
behind the valve, then this will result in slower air flow velocity into
the injury chamber. This serves to attenuate the pressure pulse
amplitude.

Lastly, the system must be able to measure the pressure pulse
delivered to the injury chamber in real time. An advantage of the
silicone-based stretch injury model is that, since stretch deforma-
tion is related to chamber pressure, the deformation during a
pressure pulse can be inferred from pressure amplitude measure-
ments. The main requirement for measurement is a pressure trans-
ducer that is small enough to be mounted on the chamber and
capable of measuring at high speeds. We have used both PCB
transducers, such as the Model 113B28, andMeasurement Special-
ties EPX miniature pressure sensor. Both sensor types are able to
operate at kilohertz rates, readily capturing pressure changes taking
place over several milliseconds.
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3.5.2 Software A custom software program is required to operate the device com-
ponents discussed above. As an example we will describe the Lab-
View program we use to operate our injury device (Fig. 6). The
pressure transducer, solenoid valve, and pressure control unit com-
municate with LabView via a multifunction DAQ device (we use a
National Instruments USB-6211).

As described above, the two relevant parameters to control are
the reserve tank pressure and valve open time. Our LabView pro-
gram contains input boxes for modulating these two parameters
(Fig. 6a). The voltage applied to the pressure control unit alters the
pressure pumped into the reserve tank. In order for the software to
accurately display the chamber pressure, an input needs to be

Fig. 5 Sample Pressure Pulses at 20%, 40%, and 60% Strain Amplitude, and 30/s, 60/s, and 90/s Strain
Rates. Column a shows the individual pressure pulses arranged into separate plots by strain amplitude.
Column b shows the same individual pressure pulses but arranged into separate plots based on strain rate
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created to account for the pressure transducer calibration, com-
monly reported as mV/psi or similar units. It is helpful to see the
pressure pulse graphed and logged automatically (Fig. 6c). Lab-
View extracts the rise time based on the recorded data points.

Based on the chamber pressure-deformation relationship deter-
mined during the characterization steps, the program can also be
designed to report the calculated silicone deformation based on the
detected chamber pressure (Fig. 6b).

4 Notes: 2-D In Vitro Stretch Injury Model

1. NOTE 1: We noticed that, quite frequently, the silicone could
stick to the injury mask surface. This posed the risk of addi-
tional strain during the removal of the culture well from the
injury chamber. Additionally, microscopic imperfections in the
mask surface, which results especially from thermal deposition
prints, could permit unknown and unintended strains to occur
in the “uninjured” regions of the culture well. The more rigid
Aclar® (relative to the silicone sheet) prevents either of these
from occurring, providing much more confidence that the
injury is being restricted to the desired area.

Fig. 6 Sample Custom LabView Program for Controlling Injury Device. (a) Shows the device parameters that
can be modulated manually, in particular the input pressure (labeled as “Voltage Control”) and valve open time
(labeled as “T2(s)”). (b) Shows the automated outputs based on the pressure detected by the pressure
transducer at the injury chamber. (c) Shows the graph produced from the sensor’s measurements. This data is
automatically saved
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2. NOTE 2: The choice of Aclar® film thickness for underside
well mask depends on the specific experimental application. We
designed this injury setup with certain types of experiments in
mind, such that axons or cell bodies could be imaged simulta-
neously with the injury on an inverted microscope. Specifically,
we needed to accommodate an objective lens with a 1 mm
working distance; thus we were required to limit the combined
thickness of both masks to less than 1 mm. Thinner Aclar®
sheets could be used if required; it is only necessary that the
masks create a rigid surface that remains largely undeformed
when the chamber is pressurized.

3. NOTE 3: The silicone and Aclar® will form a seal when pres-
sured together. Optimally, this seal will be free of any air pock-
ets. Pressing the two together with water in the middle reduces
the number and size of air pockets creating amore uniform seal.

4. NOTE 4: It is necessary to perform these calibrations under
the same conditions as during an injury experiments. During
injury experiments, fluid volume in the well should be mini-
mized to allow for efficient gas exchange. In a well without any
cells on the silicone substrate, adding a detergent to HBSS
decreases the surface tension of the fluid thereby allowing a
smaller volume to spread throughout the entire silicone
surface.

5. NOTE 5: This can be achieved by increasing the chamber
pressure and identifying the lowest point in the uniaxial curva-
ture of the silicone.

6. NOTE 6: Depending on the pressure range chosen, the trend
line may be roughly linear or a third degree (cubic) polynomial.
This equation will be plugged into the software program that
runs the injury device, as described below in the Injury Device
Operation section.

7. NOTE 7: Biaxial calibration, for the most part, follows the
same series of steps as far as data collection is concerned, with
one major difference. Under biaxial conditions, the silicone will
stretch easier, meaning it takes a lower chamber pressure to
achieve the same percentage of stretch compared to uniaxial
conditions. Consequently, other than the differing mathemati-
cal analysis described above, the only other protocol deviation
is that the chamber pressure range over which the device is
characterized will be narrower, usually only up to about 4 psi
maximum. At higher pressures the silicone is likely to blow out.

8. NOTE 8: Ethanol seems to help completely remove any deter-
gent residue on the pieces.

9. NOTE 9: If you notice smudges on the silicone squares, they
can be removed by rubbing the sheets in between your fingers
with ethanol. We have also noticed that nitrile gloves can
sometimes have subtle residues on them which transfer onto
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the silicone. Washing one’s gloves with ethanol several times
can also help eliminate residues and prevent them from trans-
ferring to the silicone sheet.

10. NOTE 10: The silicone and Aclar® will form a seal when
pressured together. Optimally, this seal will be free of any air
pockets. Pressing the two together with water in the middle
reduces the number and size of air pockets creating a more
uniform seal.

11. NOTE 11: In addition to autoclaving, well pieces can be surface
treated using plasma cleaning. Plasma cleaning improves poly-
L-lysine coating and cell attachment later on. For plasma clean-
ing, the autoclaved and dried wells should be placed inside a
closed container. Oxygen plasma clean the container for 1 min.
After this, the wells are ready for poly-L-lysine coating.

12. NOTE 12: If using wells that have been plasma cleaned, per-
form three minimum 30-min rinses with sterile culture-grade
water. Culture-grade water can be purchased or prepared by
autoclaving bottles of RO water.

13. NOTE 13: The two silicone surfaces will form a seal. At
plating, cells will loosely adhere to the top of the silicone strips.
Upon removal of the strips, a cell-free gap is left underneath
allowing for the formation of an axon-only region. With proper
plating density, axons will typically traverse the middle of the
gap by 9–11 days in vitro. Silicone strips should not be plasma
cleaned. If both the strips and wells are plasma cleaned, they
will form a very strong seal upon coming into contact with one
another.

14. NOTE 14: A typical E17 rat brain can provide at least
6–8 million cortical cells using this protocol, in our experience.
E18 brains can provide up to around 10 million cortical cells.
The difference is likely due to a combination of slightly
increased size and also easier dissection (the meninges is sub-
stantially easier to remove) leading to lower cell loss during
processing.

15. NOTE 15: DNAse I requires the presence of calcium ions to
function. However, trypsin is usually diluted in a calcium-free
solution and administered in conjunction with the calcium
chelator EDTA, which aids in disrupting cell–cell interactions
and dissociating the cells. For this reason, we do not mix the
DNAse I with the trypsin-EDTA but instead do sequential
treatments. First, cell–cell interactions are weakened with
trypsin-EDTA, cells are then dissociated by triteration, and
finally any free DNA that results from damaged cells is
degraded by DNAse I following dissociation.

16. NOTE 16: Larger cell chunks and other cellular debris can be
isolated from the cell suspension by several methods. The
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suspension can be passed through a filter. Alternatively, larger
pieces of debris can be allowed to sink to the bottom of the
tube, the remainder of the fluid moved to a new tube, and the
original tube disposed of. This can also be performed in
between steps 10 and 11 prior to centrifugation.

17. NOTE 17: Example: Cell solution counted to be approxi-
mately 5000 cells/μL
12 injury wells to plate at 175,000 cells/well.

175,000 cells/well � 15 wells (seeNOTE below)¼ 2,625,000
cells total needed.

100 μL volume to add per well � 15 wells (see NOTE
below) ¼ 1500 μL.

18. NOTE 18: When diluting the cell plating suspension, it is
advisable to add and account for more volume than is needed
as the suspension has a tendency to bubble. In the above
example, three extra wells worth of cells and media volume
was included.

2,625,000 cells/5000 cells/ μL ¼ 525 μL
Add 525 μL final cell suspension to 975 μL Cortical Media and

add 100 μL of cell dilution to each well. Discard excess.

19. NOTE 19: To account for evaporation of the media, we
assume 50 μL of media is lost each day. So, for example, if it
has been 2 days since last feeding, 400 μL would be removed
and 500 μL added back in order to maintain a 1 mL volume.

20. NOTE 20: If axons fail to grow across the cell free gap but
the cells appear healthy, higher plating densities can be
used. We have used plating densities up to 1500 cells/mm2. If
the density is too low, axons will not traverse the cell-free gap.
Appropriate plating densities may differ across labs and setups.

5 Materials: 3-D In Vitro Injury Model

5.1 Materials for 3-D

Constructs

– Surgical tools (large scissors, small scissors, one set of curved
forceps, two sets of fine forceps, one set of fine angled forceps,
two micro-scalpel blades, one surgical spatula).

– Hanks Balanced Salt Solution (HBSS, Gibco).

– Compressed CO2 air tank.

– Guillotine.

– L-15 media (Gibco).

– B27 Supplement (Invitrogen).

– 0.25% tryspin + 1 mM ethylenediaminetetraacetic acid (EDTA,
Invitrogen).
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– DMEM/F12 media (Gibco).

– Fetal bovine serum (FBS, Atlanta Biologicals).

– DNase I (Roche).

– Magnesium sulfate (MgSO4, Sigma).

– Matrigel (Corning).

– Trypan Blue.

– Neurobasal media (Gibco).

– G5 (100� concentrate, Gibco).

– Glutamax (100� concentrate, Gibco).

– Poly-L-lysine (PLL; Sigma).

– 70% ethanol.

5.2 Materials for Cell

Shearing Device for In

Vitro Injury

l Custom-designed Cell Shearing Device (Kinetic Software
Atlanta) including:

– Linear voice coil actuator (BEI Kimco; San Marcos, CA).

– Custom-fabricated digital proportional-integral-derivative
(PID) controller (25-kHz sampling rate, 16-bit sampling
resolution).

– Optical position sensor (OPS) (RGH-34, 400 nm resolution;
Renishaw, New Mills, UK).

– Custom-built polycarbonate cell chambers.

l Silicone adhesive.

l Plain glass microscope no. 1½ coverslip or slide (Fisherbrand,
25 � 75 � 1 mm).

l Sylgard 184 (Dow Corning; Midland, MI).

l Polycarbonate cylindrical cutouts (inner diameter roughly
15 mm).

l Scotch tape.

l Razor blade.

l 70% ethanol.

6 Methods: 3-D In Vitro Injury Model

6.1 Introduction

to 3-D CSD

All strain fields in the brain are 3-D, yet most in vitro models of TBI
use planar (2-D) cultures, which fail to replicate the complex 3-D
strain fields of in vivo injury. To address this gap, LaPlaca and
colleagues developed and validated the first in vitro model of TBI
that employed custom-built 3-D neural cellular constructs sub-
jected to controlled 3-D shear-strain based loading profiles [10].
The custom-designed device is referred to as the 3-D cell shearing
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device (CSD), and is capable or reproducibly delivering a specified
strain field to neural cells within a 3-D bioactive ECM based scaf-
fold. The device input approximates the 3-D strain fields predicted
during closed-head diffuse injury in the human brain. In addition
to matching the tissue-level biomechanical inputs implicated in the
etiology of clinical TBI, engineering neural constructs in vitro
offers other advantages for investigating specific mechanisms of
injury, including spatial and temporal control of cellular composi-
tion, matrix/scaffold properties, mechanical environment, and
exogenous factors. Thus, a 3-D culture system more faithfully
mimics the complex environment of the brain than 2-D cultures,
and permits the application of strain fields to model forces seen in
human injury. These 3-D constructs and 3-D CSD permit the
investigation of complex responses that occur after traumatic load-
ing and may provide a physiologically-relevant testbed to evaluate
the efficacy of potential therapeutic agents.

6.2 Production

of CSD Injury

Chambers

1. Outline the bottom of the rectuangular polycarbonate well
(cell reservoir) with silicon adhesive and attach precleaned,
plain glass microscope coverslips or slides and let cure.

2. On the top plates, wrap approximately 30 cm of scotch tape
around the cylindrical protrusions (see Note 1).

3. After the glass slide is sealed to the bottom of the reservoir
(e.g., the next day), fill the chambers with PDMS (Sylgard
184 and curing agent mixed 10:1). Let the PDMS sit until
the bubbles settle, and apply the top plate so that the two
cylinders are centered in the reservoir. Allow this to cure for
24–48 h.

4. After the PDMS has cured sufficiently, slowly remove the top
plate (seeNote 2). Use a razor blade or a similar sharp object to
cut away excess PDMS at the base of the chamber (on the
glass), and remove the tape from the cylinders (see Note 3).

5. Test the cell chamber on the CSD to ensure that the top plate
moves effectively. If it does not, additional tape may be added
in order to further widen the holes.

6. To clean the chambers after use, soak in 70% ethanol for at least
4–6 h. Chambers are reusable after cleaning.

6.3 Primary

Astrocyte and Neuron

Cell Culture

Procedures

6.3.1 Overview

We will describe the procedure for generating neuron-astrocyte
3-D cocultures in a bioactive ECM scaffold, though single cell
types or other mixes of cells may be used. Embryonic day
17 (E17) Sprague-Dawley rats are used to harvest neurons, while
postnatal day 1–2 (P1–2) Sprague-Dawley rat pups are used to
harvest astrocytes. The astrocyte harvest should occur several
weeks prior to generation of the 3-D constructs, so the astrocytes
have a chance to be passaged 2–3 times before use in order to
acquire a more mature phenotype.
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6.3.2 Neuronal Harvest

Protocol

All surgical tools should be sterilized by autoclave prior to dissec-
tion. The dissection is performed within a laminar flow hood.

1. Fill 4–6100 mm Petri-dishes with 15 mL each of sterile HBSS
and place on ice.

2. Sacrifice the mother Sprague-Dawley rat with E17 pups via
prolonged CO2 and subsequent guillotine. Lay carcass ventral
side up and rinse abdomen thoroughly with 70% ethanol. Cut
beginning at the lower abdomen extending rostrally to expose
the uterus. Remove the uterus and place in a sterile petri-dish
with ice-cold sterile HBSS. Remove each fetus from the amni-
otic sacs and transfer to a new petri-dish containing
ice-cold HBSS.

3. Decapitate each fetus and remove the brains by cutting and
peeling back the top portion of the skull. Transfer the brains to
a new petri-dish containing ice-cold HBSS.

4. To isolate the cortices, remove the hindbrain and perform a
midsagittal cut. Remove the midbrain and place hemispheres
with lateral surfaces facing down. Remove the olfactory bulbs
and turn over the hemispheres such that the medial surfaces
face down. Detach the meninges and again turn the hemi-
spheres over such that lateral surfaces face down. Remove the
cortical region from the remaining midbrain and cut the hip-
pocampal region from the cortex (see Note 4).

5. Transfer the cortical regions to a 15 mL centrifuge tube of
HBSS (4–6 cortices per tube) and place on ice (see Note 5).

6.3.3 Astrocyte Harvest

Protocol

All surgical tools should be sterilized by autoclave prior to dissec-
tion. The dissection is performed within a laminar flow hood.

1. Sacrifice P1–P2 rat pups by placing each pup in the finger of a
disposable glove and covering with ice for 5–10 min before
dipping in ethanol and decapitating with scissors.

2. Remove the brain and proceed with the cortical isolation as
described above for the neuronal harvest.

3. Mince cortices with micro-scalpel blades, then transfer the
tissue to a 15 mL centrifuge tube with 900 μL 0.25% tryp-
sin + 1 mM EDTA per brain and place in a 37 �C bath for
5–7 min.

4. After the tissue is clumped together, neutralize the trypsin with
1 mL DMEM/F12 media supplemented with 10% FBS, and
also add 400 μL DNase solution (1.5 mg/mL DNase I,
2.5 mg/mL MgSO4, in HBSS). Triturate with a fire-polished
pipette until no clumps are visible.

5. Centrifuge at 3500 rpm for 3 min, then remove the superna-
tant and resuspend the pellet in plating media (DMEM/
F12 + 10% FBS).
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6. Plate one brain per T75 flask, with a final volume of 10 mL
plating media, and place the flask in a tissue culture incubator
(37 �C, 5% CO2, 95% RH).

7. Completely change media about once a week.

8. Passage cells as when they become about 90% confluent. To do
so, remove the media and add 5 mL 0.25% trypsin-EDTA.
Return the flask to the incubator for 5–10 min, as astrocytes
detach from the flask. Once lose, deactivate the trypsin with
1 mL DMEM/F12 + 10% FBS. Transfer the suspension to a
15 mL centrifuge tube and centrifuge at 3500 rpm for 3 min.
Remove the supernatant and resuspend the pellet in plating
media. Transfer the desired ratio of cells into a new T75 flask
(i.e., 1:4, 1:10) with 10 mL plating media, and return flask
(s) to incubator. For all steps, keep the tissue on ice when not in
the centrifuge or 37 �C bath.

6.4 3-D Coculture

Procedures

3-D cultures consist of neural cells embedded within a 3-D bioac-
tive extracellular matrix-based scaffold. We will describe the proce-
dure for generating neuron-astrocyte cocultures, though single cell
types or other mixes of cells may be used.

6.4.1 Chamber

Preparation

1. Make sure the injury chambers are clean (i.e., soaked in ethanol
and rinsed with deionized water) and autoclaved.

2. Pretreat the chambers with 500 μL 0.5 mg/mL PLL and place
in incubator (37 �C, 5% CO2, 95% RH) for at least 4 h. Aspirate
the PLL and let the excess evaporate by leaving the lid open
under a laminar flow hood for ~2 min.

3. Precoat with 500 μL 0.5 mg/mL Matrigel and place the
chambers in an incubator (37 �C, 5% CO2, 95% RH) for at
least 4 h.

6.4.2 Neuronal

Dissociation

Tissue and reagents (except trypsin before and during tissue addi-
tion) should be kept on ice at all times.

1. Acquire cortices from E17 Sprague-Dawley rats as
described above.

2. Mince the cortices with micro-scalpel blades, then transfer the
tissue from 2 to 3 brains to a 15 mL centrifuge tube with 5 mL
0.25 tryspin + EDTA and place in a 37 �C bath.

3. After 5–7 min check the tissue for clumping and manually
agitate. After the tissue is clumped together, carefully remove
the trypsin and gently rinse with 1 mL cold DMEM/
F12 + 10% FBS.

4. Remove the serum and gently rinse twice with cold HBSS.
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5. After removing the rinse HBSS, add 1.8 mL HBSS + 400 μL
DNase solution. Triturate with a fire-polished pipette until no
clumps are visible.

6. Centrifuge at 3500 rpm for 3 min, then remove the superna-
tant and resuspend the pellet in 2 mL neuronal-astrocyte media
(Neurobasal + B27 + glutamax + G5).

7. Count the cells in order to dilute them to the desired density.
Ensure the cell solution is well-mixed (gently triturate 3–5
times) and remove a small sample to dilute and count (see
Notes 6 and 7). Dilute with neuron-astrocyte media to desired
density (i.e., 5 million cells/mL).

6.4.3 Plating 1. Place Eppendorf tubes with frozen 500 μL 15 mg/mL Matri-
gel on ice to begin to thaw to a slush consistency.

2. Acquire astrocytes as if preparing for passaging (see 4.3.3,
though do not transfer to a new flask after resuspending pellet),
count cells, and dilute with neuron-astrocyte media to desired
density (i.e., 5 million cells/mL).

3. Mix the neurons and astrocytes in the desired ratio (i.e., 1:1).
From this mixture, take 500 μL of cells and use a cold pipet tip
to gently (to avoid bubbles) yet thoroughly mix with the
thawed Matrigel tube, bringing the final Matrigel concentra-
tion to 7.5 mg/mL (see Note 8).

4. Bring the injury chambers from the incubator and aspirate the
Matrigel precoat from wells. Quickly add the Matrigel/gel sus-
pension at the desired thickness for the construct (i.e., 200 μL)
and immediately return the chamber to the incubator to gel.

5. After about 1 h, add 1 mL neuronal-astrocyte media to
each well.

6. At 24 h post-plating, feed cells by removing half of the old
media and replacing with fresh. Feed cells in this manner every
2–3 days.

Cultures should exhibit minimal clustering, meaning there
should be few neurons demonstrating soma-soma contact (assessed
visually). If astrocytes are included in the constructs, after several
days constructs should look like they are contracting and may
develop thicker outer rings as astrocytes remodel the ECM scaffold.
Unless experiment-specific, cultures should be used at 14 DIV or
later to permit neuronal maturation.

6.5 Injuring 3-D

Cultures with Cell

Shearing Device

6.5.1 Overview

The 3-D CSD consists of a (1) the device itself—a linear actuator
coupled to a closed-loop control system (Fig. 7a), and (2) reusable
cell chambers (Fig. 7b). The system was designed by LaPlaca,
Cargill, and Cullen, with the final device(s) fabricated by Kinetic
Software Atlanta. The cell chamber is comprised of the cell reservoir
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Fig. 7 3-D Cell Shearing Device (3-D CSD) Components. (a) A schematic representation of the 3-D CSD. The
device can be mounted on a confocal microscope to obtain 3-D images before, during, and after mechanical
deformation. A closed-loop control system consisting of a proportional-integral-derivative (PID) control with
positional feedback from an optical position sensor (OPS) governs a linear actuator, inducing motion of the cell
chamber top plate (not to scale). (b) The cell chamber consists of a top plate with polycarbonate protrusions to
interface with the 3-D cell cultures. The top plate is mounted above the cell reservoirs and connected to the
linear actuator to impart high rate deformation. (c) The 3-D CSD top plate motion is driven by a linear actuator.
Neuronal–astrocytic cocultures in 3-D were plated throughout the thickness of a bioactive matrix and were
laterally constrained by an elastomer mold. (d) Shear deformation of the elastomer mold and cell-embedded
matrices was induced through horizontal displacement of the cell chamber top plate, which was coupled to
the linear actuator. (e) Input to the system was a symmetrical trapezoidal input to a constant displacement
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and the top plate. The cell reservoir is a rectangular polycarbonate
well with a glass floor (no. 1 ½ coverslip or plain glass slide). Parallel
shoulders were machined into the upper surface of the two long
sides of the polycarbonate walls to provide proper alignment and
constrain motion of the top plate to a single axis. The 3-D cultures
(two per reservoir) are confined within an elastomer mold com-
posed of Sylgard 184 and cast to the desired thickness. The cultures
are contained by cylindrical cutouts (inner diameter of roughly
15 mm). Throughout experimentation, the mold adheres firmly
to the bottom glass coverslip without any movement. The top plate
is composed of a polycarbonate body. The cylindrical protrusions
act as struts to transfer the transverse motion of the top plate to the
cell cultures, which are situated, on the chamber base. The top plate
is attached to the linear actuator by a polycarbonate extension plate
that is mounted to a linear bearing system (Fig. 7).

This device generates a dynamic shear strain by the linear
motion of the top plate with respect to the cell reservoir via a linear
voice coil actuator coupled to a custom-fabricated digital
proportional-integral-derivative (PID) controller with closed-loop
motion control feedback from an optical position sensor (OPS).
The linear actuator produces a rigid body translation of the top
plate assembly. The input signal is the reference input to the PID
controller and is compared internally to the actual displacement of
the top plate provided by the OPS. The closed loop controller
produces a self-correcting signal to minimize the error between
the actual and desired position. PID control reduces steady-state
error between the input signal and the motion of the top plate,
eliminates possible oscillations in the response, and increases sensi-
tivity of the system.

The device is controlled using a custom stimulation control
program in LabVIEW. The device may be used on a bench top or
mounted above a confocal microscope to image the deformation.

6.5.2 Application Two parameters that control the severity of injury are the shear
strain magnitude and the strain rate. Both can be controlled by a
closed-loop actuator/controller system that develops shear strains
of up to 0.5 (shear angle up to 45�) at rates from 1 to 50 s�1 in
order to simulate the spatial and temporal strain patterns associated
with inertial TBI. In our system we set several parameters to pro-
vide a trapezoidal input: the movement of the top-plate
(in millimeters; corresponding to shear strain magnitude) and the
desired rise-time (in milliseconds; corresponding to strain rate),

�

Fig. 7 (continued) (corresponding to 0.50 bulk shear strain) at strain rates of 1, 10 or 30 s�1 (corresponding to
rise times of 500, 50, or 16.7 ms, respectively; hold time was held constant at 5 ms). Panels (a) and (b)
reprinted with permission from LaPlaca et al., 2005, Elsevier; panels (c–e) reprinted with permission from
Cullen et al., 2007, Elsevier
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Fig. 8 Real-time Analyses of Calcein Uptake following Shear Deformation. The shear deformation device
permits real-time imaging across the 3-D cultures before, during, and after loading. (a) Calcein diffused
throughout the extracellular space prior to loading (resulting in relatively high fluorescence background during
imaging). The 3-D cultures were dynamically deformed at 0.50 shear strain (10 or 30 s�1 strain rate).

64 Daniel E. Bonder et al.



hold-time, and ramp-down time. The firing of the linear actuator
will deflect the top-plate horizontally while the chamber base is
held stationary. Static control cultures experience all steps with the
exception of device stimulation, thus controlling for the potential
effects of media removal, top-plate application, and any tempera-
ture fluctuations.

A variety of outcome measures can be used to assess cellular
responses after injury. One consequence of traumatic loading is
transient micro- or nano-tears in the plasma membranes of cells.
Cells that have become mechanoporated but then reseal can be
labeled by adding small, nonpermeable molecules (such as calcein
or Lucifer Yellow) to the media before an during injury. Because the
CSD can be mounted on a confocal microscope, real-time imaging
of the permeability event is possible (Fig. 8). Permeability can also
be viewed post- injury (Fig. 9). We have shown that the faster the
strain rate, the greater extent of membrane permeability, both in
terms of the density of permeabilized cells and intensity of dye
uptake. Cell death can also be assessed in these cultures. Using a
standard viability/cytotoxicity assay (Live/Dead Viability/Cyto-
toxicity Kit, Molecular Probes), we have shown that at high strain
rates, significant cell death and neural network disruption is evident
(Fig. 10). The number of cells per construct is also amenable for
standard biochemical assays. Moreover, the constructs may be fixed
for immunocytochemistry across the full thickness, or the con-
structs may be embedded and sectioned using protocols similar to
those applied for nervous system tissue.

7 Notes: 3-D In Vitro Injury Model

1. NOTE 1: This extra layer of tape makes the cylindrical holes
wider than the dimensions of the protrusions (absent the tape),
which facilitates the movement of the top plate during strain
application.

2. NOTE 2: Be careful—do not remove PDMS mold as well.

3. NOTE 3: This step is not always necessary—if the tape is still in
good condition it can be reused to make more chambers.

4. NOTE 4: Hippocampal regions may also be saved.

�

Fig. 8 (continued) Preloading, there were clear margins delineating neural somata and processes, indicating
intact plasmalemma. However, immediately post-insult, there was a subset of cells that became calcein+
(white arrows in a), whereas some cells excluded calcein (black arrows in a). (b) In other cases, a widespread
loss of definition was apparent in neurites as well as somata. Calcein uptake was tracked on a per-cell basis
throughout loading (c). Within 500 ms post-insult, intracellular calcein intensity increased. This process
continued throughout the first minute, resulting in processes gradually blending with the background (white
arrows in c). (Figure reproduced from Cullen et al., 2011, Mary Ann Liebert, Inc.)
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Fig. 9 Alterations in Acute Membrane Permeability in Shear versus Compression. (a) Representative confocal
reconstructions of 3-D cultures following static control conditions or mechanical loading (0.50 strain at 1, 10,
or 30 s�1 strain rate). (b) Calcein was added to the extracellular space prior to loading and enters permeable
cells during or immediately following loading (reconstructions from 50-μm-thick z-stacks taken from cultures
post-rinse; scale bar ¼ 50 μm). Cell density of permeabilized (calcein+) cells. The 3-D cell density and
percentage of calcein+ cells increased as a function of strain rate, and was highest at the maximum strain
rate for both compressive and shear loading (*p < 0.05 versus static control; {p < 0.05 versus lower strain
rates). (c) The degree of cell permeability following variable rate shear or compressive (0.50 strain) loading.
There was a significant increase in the mean intensity of calcein+ cells versus quasi-static loading for both
shear and compression at 30 s�1 and shear only at 10 s�1 (*p < 0.05). Also, at 10 s�1 loading, there was
enhanced calcein uptake following shear versus compression ({p < 0.05). Note that the 3-D compression
injury model is not described in this chapter, and the reader is encouraged to review the original publication,
Cullen et al., 2011, for details. Data are mean � standard deviation (Figure reproduced from Cullen et al.,
2011, Mary Ann Liebert, Inc.)
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5. NOTE 5: If not immediately proceeding with dissociation,
cortices may be stored for 1–2 days. To store, rinse twice with
cold HBSS (removing small debris). Add 2 mL L-15 supple-
mented with 2% B27.Wrap the tube in aluminum foil and place
the tube on its side at 4 �C, ensuring that all cortices are
submerged.

6. NOTE 6: Typically use a 1:40 dilution consisting of 10 μL cell
solution + 190 μL HBSS and 200 μL trypan blue (let the
diluted cell solution sit for 30 s prior to trypan blue addition).
Ensure the diluted cell solution is well-mixed (gently triturate)
and transfer 10 μL to each chamber of a hemocytometer.
Count cells on hemocytometer to determine the total cell
number and percent viability via trypan blue exclusion.

Fig. 10 3-D Neural Cocultures as an In Vitro Model of TBI. (a, b) Full thickness volumetric rendering and (c, d)
optical slices showing live cells (green) and dead cells (red) in 3-D neuronal-astrocytic cocultures. High strain
rate shear deformation (0.50 strain, 30 s�1strain rate) causes significant cell death and neural network
degradation at 48 h post-injury (b, d) compared to uninjured controls (a, c). Panels (a) and (b) reproduced with
permission from Cullen et al., 2011, Begell House; panels (c) and (d) reprinted with permission from Cullen
et al., 2007, Elsevier
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7. NOTE 7: Total cell yield should be 3–5 million cells/cortical
hemisphere. Do not proceed if the yield is substantially less
than this amount, or if neuronal viability is less than 90%.

8. NOTE 8: It is critical that theMatrigel remain cold throughout
the plating procedure. If the Matrigel is too liquid at the time
of plating, cells will sink to the bottom and not be distributed
throughout the construct. Furthermore, warm temperatures
cause the Matrigel to gel, so exposure to warmth must be
avoided prior to placing Matrigel and cells into incubator.
Handle the Matrigel with pipet tips that have been stored in
a freezer.
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Chapter 4

Drosophila Model to Study Chronic Traumatic
Encephalopathy

Rojahne Azwoir and Liam Chen

Abstract

Chronic Traumatic Encephalopathy (CTE) is an established neurodegenerative disease that is closely
associated with exposure to repetitive mild traumatic brain injury (mTBI). The mechanisms responsible
for its complex pathological changes remain largely elusive, despite a recent consensus to define the
neuropathological criteria. Here, we provide details of a novel protocol to develop a model of CTE in
fruit fly Drosophila melanogaster in an attempt to identify the key genes and pathways that lead to the
characteristic hyperphosphorylated tau accumulation and neuronal death in the brain. The advantage of this
protocol is that adjustable-strength impacts are delivered directly to the fly head to inflict mild closed injury,
subjecting the head to rapid acceleration and deceleration. The less labor- and cost-intensive animal care,
short life span, and extensive genetic tools make the fruit fly ideal to study CTE pathogenesis and make it
possible to perform large-scale, genome-wide forward genetic and pharmacological screens.

Key words Chronic traumatic encephalopathy, Mild traumatic brain injury, Concussion, Drosophila
melanogaster, Animal model, Neurodegeneration

1 Introduction

Chronic Traumatic Encephalopathy (CTE) has recently been
recognized as a distinct neurodegenerative disorder, separate from
other tauopathies such as Alzheimer’s disease [1]. Unlike Alzhei-
mer’s disease and other common tauopathies whose most impor-
tant risk factors are advancing age and a family history of dementia,
CTE, as indicated by its name, implies a close association with a
history of brain trauma, most likely seen in contact sports athletes,
such as boxers and football players, as well as in military veterans
[2, 3]. One of the most pressing issues is that a definitive diagnosis
cannot be made without evidence of degeneration of brain tissue
and tau aggregation indications that can only be seen after death.
The symptoms of CTE are usually indistinguishable until months
and often times years after repeated trauma has occurred. Patients
may present symptoms and signs such as cognitive deficits, mood
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and behavior changes, and movement dysfunction, which overlap
significantly with Alzheimer’s disease, frontotemporal dementia,
Lewy body dementia, and Parkinson’s disease [4]. In contrast,
post-mortem examinations of brain tissue reveal a distinct pattern
of hyperphosphorylated tau accumulation surrounding small blood
vessels at the depths of the cortical sulci, a pathognomonic feature
not observed in the other degenerative conditions [5].

As yet very little is known about the pathogenesis leading to
diseasemanifestation. This is in large part due to the lack of a faithful
animal model. Animal models that faithfully model CTE eatures,
including neurophysiological alterations, neuropathological hall-
marks, and neurobehavioral deficits, are essential for uncovering
disease mechanisms and for developing diagnostic and therapeutic
targets. It is understandable that no animalmodel of a humandisease
is perfect atmimicking all clinically relevant endpoints.However, we
believe that a robust CTE model should satisfy the following three
requirements: (1) the impact must be directly applied to a head that
has an intact scalp and skull protection; (2) the head should not be
immobilized during impact exposure so that rapid acceleration–de-
celeration and rotational and linear head movements are allowed;
and (3) the experimental design should include both single and
repetitive regimes, and the impact consequences should be mild in
nature, without inflicting visible damage, such as tissue edema,
contusion, or frank hemorrhage. Only recently have rodent models
been generated [3, 6]. These model organisms have the disadvan-
tages of cost-intensive care and a relatively long life span, which are
not well-suited for neurodegenerative disease studies.

Compared to mammalian counterparts, invertebrate animals
such as Drosophila melanogaster are an excellent alternative, with
their cost-effective maintenance, extensive tools for dissecting
genetic determinants, and relatively short life span [7]. Remarkably,
fly and human brains share evolutionarily conserved molecular and
cellular pathways, as well as anatomical similarities [8–10]. Two
ingenious Drosophila models to study traumatic brain injury have
been reported previously [11, 12]. The first “High Impact Trauma”
(HIT) device designed by Katzenberger and colleagues contained
free-moving flies in a plastic vial that was tied to the free end of a
metal spring [11, 13]. When the plastic vial was tilted upright and
released, it hit a polyurethane pad and imparted trauma to the flies as
they bounced to the vial wall and rebounded. In contrast, Barekat
and colleagues designed a different deliverymethod using theOmni
Bead Ruptor-24 homogenizer platform [12]. Flies were incapaci-
tated with CO2 and placed in a 2 ml screwcap tube that was secured
to the homogenizer and subjected to preprogrammed shaking con-
ditions. One benefit of using the tissue homogenizer system is that
the experimenter couldmodulate the intensity of injury, duration of
injury, and number of injury bouts. However, both regimes suffer
the same drawback: primary injuries to the head are randomly
inflicted in terms of impact location and strength. In addition,
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both methods resulted in considerable mortality, caused by inevita-
ble collateral damage to other parts of the body and internal organs.
Here, we outline a novel protocol to induce mTBI in fruit flies. The
apparatus consists of a gas-propelled ballistic impactor.Compared to
the existingDrosophilamodels, this protocol has the unique advan-
tage of delivering measurable impact, directed only at the free-
moving fly head, thus allowing for the accurate control of various
factors, such as impact severity, the time interval between impacts,
and the total number of impacts sustained.

2 Materials

Material Company
Catalog
number Comments

Aerosol Barrier USA
Scientific

1120-8810 Used as an
impactor

200 μl Pipette Tip USA
Scientific

1111-0706 Used as a fly head
holder

1000 μl Pipette Tip USA
Scientific

1122-1830 Used as a
connector

1 ml Tuberculin Syringe Becton
Dickinson

309628

Clear Tubing [1/8 in.
(3 mm) I.D.]

Genesee
Scientific

59-124C

60 mm Petri Dishes Fisher
Scientific

FB0875713A Used as a
tracking arena

Flow Regulator Genesee
Scientific

59-122WC

Standard Clamp Holder/
Stand

EISCO
Scientific

CH0688

Fine Brush Genesee
Scientific

59-204

Fly CO2 pad Genesee
Scientific

59-114

Sylgard Silicone
Elastomer

Dow
Corning

4019862

CCD Camera Microsoft HD-5000

Ctrax Walking Fly Tracker Caltech Ctrax 0.2.11

MATLAB Image
Processing Toolbox

MATLAB R2015b

Nutri-Fly BF
Drosophila media

Genesee
Scientific

66-112
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3 Methods

1. Assembling the Strike Device (Fig. 1a).

(a) To make the impactor portion of the apparatus, unwrap
and remove the plunger from a 1-ml polycarbonate tuber-
culin syringe.

(b) Cut the barrel of the syringe at the 1-ml mark.

(c) Remove the aerosol barrier (3-mm long and 4-mm in
diameter) from a 200-μl pipette tip. It will be used as the
impactor.

(d) Pack the impactor into the syringe barrel with the flat side
facing the nozzle. Tap gently to move the impactor sliding
towards the nozzle (see Note 1).

(e) Attach the syringe barrel to one end of a 3-ft-long clear
tubing.

(f) Connect the other end of tubing to a carbon dioxide flow
regulator. The regulator must have an on/off toggle
switch which has good control of the gas flow rate.

(g) Clamp the barrel vertically to an iron stand such that the
impactor will fall by gravity to the bottom of the barrel.

Fig. 1 Diagram of the strike device. (a) The device is made from materials that are readily available in a
Drosophila lab: (1) 200 μl pipette tip, (2) 1 ml tuberculin syringe, (3) impactor, (4) connecting tube hooked to a
fly anesthesia station, and (5) connector to tighten the tip onto the syringe. (b) High-pressure CO2 would drive
the compactor upwards to inflict direct hit to the fly head
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(h) Next, make the fly holder. Start with a 200-μl pipette tip.
Cut the pipette tip 4 mm from the small end to make a
0.8 mm diameter opening (see Note 2).

(i) Lastly, make the connector to tighten the fly holder to the
impactor device.

l Cut a 1-ml pipette tip 44 mm from the tip opening.

l Next, cut a 6-mm-length segment from the needle
cover of a 1-ml syringe.

l Push the needle cover segment into the tip segment to
finish the assembly.

2. Operation of the Strike Device (Fig. 1b).

(a) Anesthetize a single 2-day-old adult female fly using car-
bon dioxide. From the CO2 pad, use a fine brush to gently
transfer the fly into the holder. Then, gently tap the holder
until the head protrudes from the tip (seeNotes 3 and 4).

(b) Once the fly is loaded, tighten the holder to the syringe
barrel using the connector such that the fly head faces
downward.

(c) Next, set the gas pressure to 100 kilo-Pascals and adjust
the flow as needed (Note 5).

(d) Toggle the switch on to send a burst of gas that moves
the impactor to strike the fly once and only once
(Notes 6 and 7).

(e) Detach the fly holder and dump the fly back out onto the
CO2 pad.

(f) Brush the fly into an empty vial until it recovers. Keep
one fly per vial—the recovery takes only a few minutes
(Note 8).

(g) Repeat the process to inflict impacts to the rest flies in the
experimental group (Note 9).

(h) Process two groups, one experimental and one sham
group. Treat shams the same as flies in the experimental
group except no aerosol barrier in the impactor tube.

3. Video-Assisted Movement Tracking

(a) First, fill a 6-cm dish with transparent silicon elastomer to
make the tracking arena.

(b) Smoothing the gel out in the dish so there is an even
3-mm gap to the lid once the silicon hardens (Note 10).

(c) Anesthetize four flies from the same treatment group and
place them in the arena. Let the flies acclimate for an hour to
the arena,which should beunder full light andkept at 22 �C.

(d) Use a charge-coupled device camera positioned above the
arena to record the flies’ activity for 5 min.
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(e) After the recording, anesthetize the flies in the arena and
return them to a new vial.

(f) Later, analyze the recordings using the freely available
C-trax software [14] (see Note 11). This software gener-
ates tracking data which can be exported in a programma-
ble language compatible format, such as the Matlab
format [15] (Fig. 2a).

(g) From the data, calculate the distance traveled per frame,
the mean walking distance for each fly and the average
distance travelled per fly (Fig. 2b, see Notes 12 and 13).

4. Life span analysis.

(a) To evaluate long-term effects, a repetitive traumatic brain
injury protocol of five strikes over 5 days (one strike per
day) was applied.

Fig. 2 Video-assisted movement tracking. Repeated strikes over 5 days resulted
in significantly impaired locomotor activity. Representative walking tracks
recorded at 10 days and 20 days post-treatment over 5 min for four sham and
treated flies are shown in a. Statistic analysis results are shown in b. Error bars,
SEM. *p< 0.05, ***p< 0.01, Mann-Whitney U-test with a Bonferroni correction.
Total flies: treated group n ¼ 100, sham group n ¼ 129
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(b) We recommend Nutri-Fly Bloomington Formulation that
consists of cornmeal, syrup, yeast in an agar base (http://
flystocks.bio.indiana.edu/Fly_Work/media-recipes/
bloomfood.htm) to make Drosophila food (Note 14).

(c) Follow standard environmental conditions for mainte-
nance to keep the flies in an incubator at 25 �C with a
12:12 h light/dark cycle and 60% relative humidity.

(d) During the aging period, transfer flies onto new vials
containing fresh food every 2 days (Note 15).

(e) During each vial transfer, record the age, count the dead
flies in the old vial. Continue to repeat transfers until the
last survivor is dead (Note 16).

(f) The survivorship curve displays the probability that an
individual survives to a given age and is typically calculated
using a Kaplan-Meier approach (Fig. 3).

4 Notes

The protocol described here is distinguished from other available
methods that inflict traumatic brain injury in flies [11, 12]. Both
the Bead Ruptor model and the HIT device inflict injury with
random impact location and strength. In both methods, variable
numbers of flies contained in either a standard plastic vial or a 2 ml
screwcap tube contact the container wall and rebound multiple
times during each strike or injury bout. Since the flies are freely
movable inside the container, the primary injuries inflicted are
considerably different for individual flies, as different parts of their
bodies and/or heads are injured with different forces. Thus, it is
not surprising that, using those models, the flies suffered from

Fig. 3 Life span analysis. Representative life span curves of female adult flies
from sham and treated group aged at 25 �C. Treated group has significantly
shortened life span compared to that of the sham group
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intestinal barrier dysfunction. This was directly correlated with the
mortality rate in both regimens [12, 13], strongly indicating that
non-neuronal alterations were responsible for trauma-induced
death in both systems. In contrast, this protocol is capable of
repeatedly delivering direct head impacts to the same location.
The body is protected from any direct exposure, eliminating the
potential caveats that death might be caused by damage to other
parts of the body or to internal organs. In addition, the flow rate of
the CO2 gas used to propel the weight can be regulated to achieve
controlled, adjustable strength.

Most importantly, the fly head is not constrained at the time of
strike, allowing for a very rapid acceleration–deceleration process
that mimics the most common form of mTBI that occurs in the
human population [16]. Although it would be ideal to install an
automatic on/off switch to control the CO2 flow regulator, the
current manual switch does not appear to affect the reproducibility
of the impactor force because the design of our device allows the
force to be quickly exerted once the impactor strikes the head.

The following notes address the potential pitfalls that may
occur along the specific procedures, and we have provided steps
to avoid these dangers. In summary, this protocol provides a reli-
able regime to better mimic mTBI, introducing a new platform to
model CTE. Like otherDrosophilamodels that have proven valuable
at deciphering human neurodegenerative disorders, it is anticipated
that the ongoing detailed characterization of the model in terms of
neuronal loss, tau hyperphosphorylation, TDP-43 proteinopathy,
and neuroinflammatory response to the inflictedmTBIwill generate
important mechanistic insights into CTE disease processes and will
help to answer some of the critical questions in the field.

1. Note 1. The aerosol barrier has a smooth side and rough side.
It should be oriented with the smooth side facing the nozzle in
the syringe barrel.

2. Note 2. The opening should not be larger than 0.8 mm in
diameter so that a fly head will fit through this hole but the
thorax will not.

3. Note 3. If the proboscis is exposed, use a blunted 1-ml syringe
needle to gently tuck it back inside the tip.

4. Note 4. It is critical to keep the fly body, especially the mouth-
part, inside the holder. Otherwise the fly may die from damage
to the internal organs or from not being able to ingest food.

5. Note 5. To establish a chronic traumatic encephalopathy
model, the effectiveness of a single closed-head injury made
by the impacting apparatus at different speeds was analyzed
using 2-day-old Canton-S females [17]. The gas pressure was
held at 100 kilo-Pascals. Flies exposed to a single strike at the
highest tested flow rate exhibited minimal external defects.
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6. Note 6. Despite no clear evidence for external damage, injuries
at a flow rate of 15 l/min were acutely lethal, resulting in less
than a 10% survival within 24 h [17]. Survival increased with
lower flow rates. 100% survivalwas achieved at 5 l/minor less, so
5 l/min was selected as the standard for generating the model.

7. Note 7. In case when a higher flow rate is needed, an optional
toothpick can be applied inside the fly holder to prevent the fly
from moving.

8. Note 8. Flies gradually recovered their mobility within 4 min.
Recovery for the shams was about a minute quicker.

9. Note 9. Processing one group of four-six flies takes about
20–30 min.

10. Note 10. Leave a 3-mm gap between the silicon and the lid so
that the flies can walk freely in the gap, but not take flight.

11. Note 11. C-trax is freely available from http://ctrax.
sourceforge.net.

12. Note 12. For statistical significance, expect to test a minimal of
100 flies per treatment group.

13. Note 13. During the 2 days after the impact, locomotion
slowly restored to normal. This evidence for gradual recovery
is in line with CTE recovery in humans.

14. Note 14. Food should be allowed to solidify and evaporate for
12–24 h prior to storage. Because the nutrient environment
can substantially impact longevity, consistency in cooking pro-
cesses is essential for comparison between experiments.

15. Note 15. This step will ensure that the feeding environment is
not disrupted by the presence of larvae. This transfer should be
completed without CO2 anesthesia, which can induce acute
mortality, particularly in older flies.

16. Note 16. Be aware that as the flies age, some flies may lie on
their back and appear dead due to their inactiveness. Tap on the
side of the vials to determine if there are leg movements to
make sure these flies are still alive.

17. Note 17. Following this procedure, other methods like
standard histology, immunohistochemical and immunofluo-
rescent stains can be performed in order to answer additional
questions about mTBI-induced neurodegeneration and tau
hyperphosphorylation.
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Chapter 5

Controlled Cortical Impact for Modeling Traumatic Brain
Injury in Animals

Nicole Osier and C. Edward Dixon

Abstract

Controlled cortical impact (CCI) is one of the most common experimental models of traumatic brain injury
(TBI). The original CCI device used a pneumatic piston to induce TBI in ferrets; CCI has since been
adapted for use in other species of test animals and electromagnetically driven devices are now commercially
available. Whether a pneumatic or electromagnetic device is used, the reproducible injury parameters can be
adjusted to achieve a desired injury severity in a given species of test animal. The three main goals of this
chapter are to: (1) give an overview of the CCI model, including its historical development, key features,
and device options; (2) provide a detailed protocol including materials and methods; and (3) discuss
considerations relevant to execution, troubleshooting, and dissemination.

Key words Traumatic brain injury (TBI), Experimental brain trauma, Controlled cortical impact
(CCI), Preclinical research, Animal models, Cortical contusion

1 Introduction to the Controlled Cortical Impact Model

1.1 Historical

Development

Animal models have been used to study TBI for over a century
[1–4]. Substantial additions to and improvements in available
injury induction methods have occurred over the past several dec-
ades, including: expanding injury induction methods, improving
model consistency/reproducibility, and enhancing control over
confounding variables [2, 5–14]. During the past 30 years, these
efforts have included the development, extension, and refinement
of the controlled cortical impact (CCI) model. J.W. Lighthall and
his colleagues developed the initial ferret model of pneumatic CCI
in the late 1980s and refined it during the 1990s [15, 16]. CCI’s
utility, control, and reproducibility gave rise to efforts to scale the
model for use in other species of laboratory animals. In the early
1990s, C.E. Dixon and colleagues modified the model for use in
rats [17]. In the mid-1990s as the availability and use of transgenic
mice grew, D.H. Smith and colleagues scaled the model for use in
mice [18]. Later, the model was further modified for use in swine
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[19, 20] and nonhuman primates [21], allowing researchers to test
the effects of CCI on animals with larger, more human-like brains.
In recent years, there has been a reappearance of CCI studies using
ferrets [22, 23]. Researchers may now choose from either pneu-
matic or electromagnetic CCI devices [24–27]. The purpose of this
chapter is to provide an overview of the CCI model, and provide a
detailed protocol including materials, methods, and notes relevant
to execution, troubleshooting, and dissemination.

1.2 Overview of CCI’s

Key Features

There are several key features of CCI that contribute to its rigorous
nature and widespread use. Overall, CCI allows researchers to
control a variety of injury induction parameters including: the tip
size/geometry, craniotomy size, velocity at which the tip moves,
impact depth, impact angle, and dwell time. Notably, the quantita-
tive control afforded by the CCI model is maintained within a wide
range of contact velocities. This control contributes to the model
being adapted for use in several species of test animals [15, 17–21],
and extended to numerous research applications (e.g. closed- and
open-skull TBI; repetitive TBIs) [28–33]. CCI has also been
induced in combination with other forms of injury, such as concus-
sive injury [34], hemorrhagic shock [35, 36], polytrauma [37], or
blast-induced TBI [38].

1.3 Subtypes

of the CCI Model

1.3.1 Pneumatic CCI

The original device used in ferrets had a gas-driven piston; pneu-
matic devices remain popular today [39–43]. An example of a
pneumatic CCI device is depicted in Fig. 1. The piston holds the
tip, and has a maximum stroke length of typically 50 mm; together
the piston and tip deliver an impact of desired depth and dwell time.
A stereotaxic frame facilitates adjustment of the tip to be either
perpendicular or angled with respect to the injury site. The impact
speed is monitored by a velocity sensor. Many devices have the
option of interchangeable commercially available or custom tips
allowing researchers to adjust the size, geometry, and composition
to best meet the experimental goals. Notably, beyond CCI, another
pneumatically driven methods for inducing brain trauma has
become available; the Closed-Head Impact Model of Engineered
Rotational Acceleration (CHIMERA) method is a surgery-free
method of inducing TBI that has been found to result in diffuse
axonal injury and microgliosis [44].

1.3.2 Electromagnetic

CCI

Electromagnetically driven CCI devices have also become available
and gained popularity; an example of an electromagnetic CCI
device is depicted below (Fig. 2) [24–27]. As with pneumatic
CCI, electromagnetic CCI devices afford similar control over injury
location via use of a stereotactic frame and often offer interchange-
able tips. In addition to use of standard tips available from the
manufacturer of the CCI device, in-house modifications to tips
have been reported in the literature; one electromagnetic CCI
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study covered a standard commercial tip with vulcanized rubber to
mimic sports-related traumas caused by lacrosse balls [32]. In com-
parison to the pneumatic CCI devices, the lighter weight of the
electromechanical CCI devices affords increased portability. Nota-
bly cylinders of compressed gases are not needed to drive the
piston, however they may be required for anesthesia delivery.

Electromagnetic CCI has been found to produce graded injury
[24, 25]. More recently a study used high speed videography to
evaluate the performance of an electromagnetic CCI device
[45]. While some horizontal movement of the tip was detected,
overall variation in the impact depth and velocity were found to be
modest and the device was found to operate consistently when
tested four times over a 14 month period [45]. When five
machines of the same model were compared, the velocity of three
were found to slightly exceed the set value, highlighting the impor-
tance of publishing details surrounding the device’s functioning
and resulting neuropathology to promote comparisons across
devices and laboratories [45]. Current commercial suppliers of
both electromagnetic and pneumatic CCI devices are provided
below (Table 1).

Fig. 1 Pneumatic CCI device. A pneumatic CCI device is depicted along with a
stereotaxic frame. Not pictured is the compressed gas cylinder used to drive the
piston
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2 Materials

2.1 Test Animal CCI devices have been used to induce TBI in a variety of species,
including: rats [17], mice [18], ferrets [15, 22], swine [19, 20,
46–49], and nonhuman primates [21]. For the purposes of this
chapter, we will provide a protocol specific to adult rats, the most
frequently used test animal in our laboratory, as is most common in
our laboratory.

1. Adult, male Sprague Dawley rats (Charles River Labs, Raleigh,
VA, USA).

Fig. 2 Electromagnetic CCI device. An electromagnetic CCI device is depicted
along with a stereotaxic frame. No compressed gas cylinder is required for
moving the piston, as an electromagnetic actuator is used

Table 1
CCI device suppliers and models by category (electromagnetic vs. pneumatic)

Category Supplier Model name/number

Electromagnetic Hatteras Instruments Pinpoint PCI3000 Precision Cortical Impactor™
Leica Impact One™

Pneumatic AmScien Instruments The Pneumatic (Cortical) Impact Device AMS 201™
Precision Systems &

Instrumentation, LLC
Head Impactor TBI-0310™
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2.2 Anesthesia

Induction Equipment

1. Anesthetic gas of choice (in our laboratory, we use isoflurane).

2. Anesthesia chamber.

3. Compressed gas cylinders (N2O and O2).

4. Gas mixer.

5. Gas scavenging system.

6. Cannula for intubation (or nose cone).

7. Laryngoscope to assist with intubation (if needed).

2.3 Thermo-

regulation and

Physiological

Monitoring Supplies

1. Homeothermic heating system.

2. Rectal temperature probe with associated readout equipment/
software.

3. Blood oxygenation monitoring system with associated readout
equipment/software.

2.4 Surgical Supplies

and Equipment

1. Autoclave or other sterilizer.

2. Surgical instruments (e.g. scalpel, scissors, clamps, rongeurs,
forceps, periosteal elevator).

3. Sterile surgical drape.

4. Animal hair trimmers (cordless preferred).

5. Betadine.

6. Cotton-tipped applicators.

7. Gauze.

8. Suture kit.

2.5 Medications 1. Topical analgesic.

2. Test agent (if evaluating the effects of a drug on TBI
outcomes).

2.6 CCI Induction

Equipment

1. Pneumatic (or electromagnetic) CCI device.

2. Tip of desired size, shape, and composition.

3. Stereotaxic frame compatible with CCI device.

4. Cylinder of compressed N2 (for pneumatic CCI only).

5. Pneumatic drill with drill bits (for open-skull CCI only).

6. Cylinder of compressed air for drill (for open-skull CCI only).

3 Methods

3.1 Animal Care,

Housing,

and Husbandry

As with all animal research, national and institutional guidelines for
use of laboratory animals must be followed, along with all addi-
tional requirements associated with certain protected species. All
planned experimental activities must be approved by the
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Institutional Animal Care and Use Committee (IACUC) and the
associated institution(s). When planning for and writing IACUC
protocols, researchers should consider the choice of test animal,
anesthesia regimen, monitoring for pain/distress, sacrifice method,
and criteria for exclusion from the study and/or premature
euthanasia.

Housing and husbandry controls affect rigor in all animal
research, including CCI studies. Standardization of care across all
test animals and comparison groups is especially important. The
following is a brief summary of the housing and husbandry used in
our rat CCI studies. All rats are allowed to acclimate in the housing
room for a period of 7 days upon arrival at the facility; this allows for
adjustment to the new environment and recovery from any stress
associated with the shipping and handling processes. Throughout
the acclimation and study period, all rats are maintained on a
constant 12 h light/12 h dark cycle. Moreover, due to the demon-
strated neuroprotective effects of environmental enrichment
[50–52], rats are kept in group cages with only standard nesting
supplies (i.e. no toys or other potentially enriching items). All test
animals are given ad libitum (i.e. free) access to food and water and
are regularly attended to by trained husbandry and veterinary
personnel.

3.2 Anesthesia

Induction

In most laboratories, including ours, test animals used in CCI as
well as other experimental TBI studies are routinely anesthetized as
part of the effort to minimize pain and suffering. Anesthesia is
typically induced prior to craniectomy and maintained throughout
the surgery. Depending on the laboratory protocol and proficiency
of the surgeon, anesthesia is discontinued either immediately pre-
or post-closure of the surgical site. Occasionally, anesthesia is dis-
continued post-craniectomy, but pre-impact [53], or omitted alto-
gether [32]. In our laboratory, when performing CCI on rats, we
anesthetize animals using 4.0% isoflurane (in a 2:1 mixture of N2O:
O2) and then lower the dose to 2.0% throughout the surgery, only
increasing/decreasing the dose if the rat shows signs of regaining
consciousness (emergence of a paw pinch reflex) or being overly
sedated (loss of spontaneous respiration).

3.3 Detailed Protocol

for Open-Skull CCI

in Rats

1. Examine the CCI device and its maintenance logs to ensure
that it is in proper working order and the maintenance schedule
has been adhered to (see Note 1).

2. Place the rat into the chamber and induce anesthesia using
isoflurane (4.0%) in a 2:1 mixture of N2O:O2.

3. Ensure adequate anesthesia is achieved by use of the toe pinch
test or a similar method.

4. Intubate the test animal (see Note 2).
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5. Place the intubated rat into the stereotaxic frame and stabilize
the head using an incisor bar and bilateral ear bars.

6. Place all physiologic monitoring equipment needed for data
collection and maintaining body temperature, such as a tem-
perature probe, pulse oximeter, etc.

7. Reduce the isoflurane to the maintenance dose (2.0%); if signs
of regaining consciousness are noted (e.g. whisker movement),
gradually increase the dose.

8. Shave the rat’s head over the surgical site using hair trimmers.

9. Apply a sterile drape over the rat to maintain aseptic technique,
exposing only the surgical site.

10. Apply antiseptic solution (e.g. betadine) to the scalp using
sterile gauze.

11. Use a sterile scalpel to make a 20 mm long midline incision on
the rat’s scalp.

12. Use sterile microdissecting forceps, periosteal elevator, and a
cotton-tipped applicator to expose the skull by carefully reflect-
ing the skin, fascia, and muscle.

13. Use the pneumatic drill to create a circular bone window
(i.e. craniectomy), 7 cm in diameter (approximately 1 mm
larger than the tip diameter), and centered between the
lambda/bregma (anterior-to-posterior) and coronal ridge/
sagittal suture (medial-to-lateral) (see Note 3).

14. Use microdissecting forceps to gently lift and remove the bone
flap without disrupting the dura mater; discard the bone flap.

15. If the craniectomy is not large enough for unobstructed tip
clearance, enlarge it with sterile rongeurs.

16. Extend the shaft of the CCI device manually to verify correct
positioning of the test animal within the stereotaxic frame such
that the impactor tip is centered within the bone window (see
Note 4).

17. Gently zero the impact tip to the cortical surface, ensuring the
piston is statically pressured and in the full-stroke position.

18. Carefully withdraw the impactor tip and set the piston assem-
bly to 2.8 mm, or the desired depth of injury specified in your
protocol.

19. Use the remote to actuate the device.

20. Use sutures or another method (e.g. staples; glue) to close the
surgical site and apply lidocaine or a similar topical drug to
minimize pain.

21. Discontinue the anesthesia and extubate the rat.

22. Loosen the ear bars, remove the teeth from the incisor bar, and
lift the animal from the stereotaxic frame.
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23. Depending on the experimental goals, monitor any post-
operative outcomes of interest such as the righting reflex.

24. Supervise the rat while it recovers from anesthesia to the point
that spontaneous locomotion returns.

25. Return the rat to its cage and resume standard housing and
husbandry.

26. Continue to monitor the rat for pain and administer analgesic
per institutional and federal guidelines for the treatment of
laboratory animals and in accordance with your IACUC
protocol.

4 Notes

1. Note 1:Test fire the device to verify the piston fires freely.
Compare the velocity sensor to the device’s speed setting to
verify consistency.

2. Note 2: Use a laryngoscope if necessary to facilitate cannula
insertion.

3. Note 3: Exercise care to standardize the size and shape of the
craniectomies across test animals.

4. Note 4: When verifying the position of the impactor tip,
exercise care to not disrupt the dura.

When a well-designed CCI protocol is followed by trained
technicians, high-quality, reproducible data results. The first step
in the design of a CCI protocol is a thorough review of the litera-
ture, especially if you are new to using the model or are making
modifications to the protocol used in your laboratory. Pilot testing
can help to identify issues with the specific injury parameters cho-
sen. Likewise, pilot testing can reveal need to modify the protocol
or retrain personnel. Pilot testing may also lead to the identification
of confounding variables for targeted control in a larger study.
Several key considerations for conducting CCI studies will be
described below, including choosing an anesthesia regimen
(Sect. 4.1.1.), deciding on a craniectomy protocol (Sect. 4.1.2),
selecting an impactor tip (Sect. 4.1.3), additional troubleshooting
considerations (Sect. 4.2), as well as reporting data in accordance
with CDEs (Sect. 4.3).

4.1 Experimental

Design

4.1.1 Choosing

an Anesthesia Regimen

Almost always, CCI studies anesthetize both the CCI injured and
sham control animals, though there is variability with respect to the
choice of drug, regimen, and duration. Typically, anesthesia is
induced using a higher dose, then maintained at a lower dose
once the test animal is in the stereotaxic frame, and discontinued
either right before or right after closure of the surgical site
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(as described briefly in Sect. 4.1.2). Occasionally, anesthesia is used
when creating the bone window but then discontinued prior to
injury induction itself [53] or omitted altogether and another
strategy (e.g. restraint) employed [32]. Either way, alterations in a
standard anesthesia regimen are usually made to minimize the
potential confounding effects of the anesthetic agents
(i.e. neuroprotection, neural suppression) on study outcomes.

Indeed, common anesthetic agents (e.g. isoflurane [54], halo-
thane [55], and ketamine [56]) have demonstrated neuroprotective
effects. One study found that compared to fentanyl, isoflurane-
treated animals exhibited less hippocampal damage and behavioral
deficits. Thus, careful selection of anesthesia is important, even
when anesthetized sham animals are used to control for neuropro-
tective effects. A related consideration is the half-life of the chosen
agent, as a long-acting anesthetic may interfere with collection of
acute variables of interest [17]. Another strategy is to try to stan-
dardize the duration of anesthesia exposure, which can be accom-
plished through organization of the surgical suite, proficiency in
the procedure, and documenting the anesthesia start- and stop-
times.

While performing the surgery, under- or over-sedation should
be avoided by monitoring the test animal and increasing or decreas-
ing the dose accordingly. Monitoring efforts can include looking
for a response to touching the whiskers and/or firm toe pinch. In
non-intubated animals, respiratory rate can also be used when
monitoring sedation level. In intubated animals, researchers should
look for evidence the animal is fighting (i.e. bucking) the ventilator,
which may indicate the dose is too low or the tube is displaced and
blocking the flow of anesthesia. Often repositioning the cannula
results in proper sedation. Less frequently, a kink, leak, or crack in
the tubing could be contributing to the problem, highlighting the
importance of personal protective equipment and environmental
and engineering controls (e.g. a gas scavenging system; electronic
monitors of individual personnel’s exposure levels).

4.1.2 Deciding

on a Craniectomy Protocol

If an open-skull CCI model is used, the choice of how to make the
craniectomy is paramount. Most commonly, a drill (either pneu-
matic or electric) is used for the craniectomy procedure. However,
the use of a drill is associated with heat production, which could
confound results. To minimize the consequences of heat produc-
tion, the surgical site can be periodically irrigated with sterile saline
via a syringe during the drilling process. Alternatively, a handheld
trephine may be used. One study empirically compared the meth-
ods for inducing craniectomy and found that a handheld trephine
resulted in smaller lesions, less inflammation, and better perfor-
mance on behavioral tasks compared to animals craniectomized
with a drill [57]. However, a manual trephine still resulted in
pathophysiological changes and behavioral deficits compared to
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naı̈ve animals who received anesthesia only [57]. In addition to the
method used to make the bone window, the location is also impor-
tant. Midline craniectomy is typically associated with more bleeding
than parasagittal craniectomy [17, 52, 58]. Bilateral craniectomies
can be made to facilitate lateral movement of brain tissue and/or
produce multiple contusions in distinct locations [59, 60].

After careful selection of whether or not to perform a craniect-
omy, howmany to make, and where, proficiency in the procedure is
needed to minimize confounding effects associated with inconsis-
tency across test animals. Records should be kept documenting
whether the craniectomy was clean or if there was evidence of
dura breach, tissue herniation, or bleeding present. Any mortalities
in the sham group should also be noted as they may provide
insights into a need for personnel retraining on the craniectomy
protocol or the presence of an underlying issue in the colony
(e.g. sickness). The details surrounding the craniectomy procedure
and any issue that arises should be reported consistent with estab-
lished CDEs (described in more detail in Sect. 4.3).

4.1.3 Selecting

an Impactor Tip

Researchers can choose from commercially available CCI tips with a
variety of diameters, geometries and compositions, depending on the
test animal and research question. Today, most CCI tips are either
round (the choice in the early models [15, 16] as well as many
contemporary studies [37, 61, 62]) or the flat-beveled alternative
[18, 63–70]. One study empirically evaluated the effect of tip geom-
etry on outcomes and found, compared to round alternatives, flat
beveled tips resulted in more extensive cortical hemorrhaging and
neuronal loss [71]. Another notable finding was that flat tips pro-
duced more rapid neurodegenerative changes than round tips; for
researchers interested in studying acute neurodegeneration in the
minutes-to-hours after TBI, flat tips may be the better choice [71].

4.2 Other

Troubleshooting

Considerations

While careful study planning and pilot work can help to minimize
issues arising, sometimes unexpected problems occur that require
troubleshooting, such as adjusting the cannula placement in cases
of under-sedation. Unexpected variability that was intended to be
controlled as part of the experimental design may occur and require
attention. For example, if exogenous heating sources (e.g. heating
pads, heating lamps) are insufficient to maintain the temperatures
of test animals during surgery, the variability may confound study
outcomes, especially if hypothermic temperatures are reached
[21, 72]. In such an instance, new heating devices can be pursued
and/or a new temperature monitoring system can be employed. If
there is no injury effect between CCI and sham-injured animals,
possible troubleshooting includes: improving the cleanness and
consistency of sham animals, increasing the injury depth, and/or
using high speed videography to evaluate the performance of the
CCI device and repair the machine as needed.
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4.3 Reporting CCI

Data Including

Common Data

Elements (CDEs)

To maximize the quality of the experimental TBI knowledge base,
and promote the ability for published findings to be replicated by
independent research teams, CCI researchers should publish fol-
lowing the guidelines for reporting CDEs as proposed by the
National Institute of Neurological Diseases and Stroke (NINDS).
Indeed, the NINDS guidelines should be considered both during
study planning and manuscript development [73, 74]. In addition
to the generic CDEs for all preclinical TBI studies, there are a set of
CDEs specific to CCI. In all experimental TBI studies, details
should be provided concerning the test animal used (e.g. type,
strain, supplier weight, sex(es)), animal care (e.g. pre-injury hous-
ing), and outcome assessment methods and timing (e.g. righting
reflex time; body weight change; memory retention tests, histopa-
thology). In CCI studies, specifically, researchers should report
details regarding whether a craniectomy was performed (and if so,
the procedure used), the tip (shape; rigidity; angle), and the injury
parameters (e.g. velocity; depth setting; dwell time).

5 Conclusion

CCI continues to be a widely used model of TBI, nearly 30 years
after the initial ferret paper was published [15]. Since the original
development of a pneumatic model, electromagnetic devices have
become available. CCI has been extended to several research appli-
cations including studying CHI, repeated injuries, and/or the
combined effects of two neurologic insults via use of combination
models. This chapter introduced the historical development and
use of the CCI model and provided a detailed protocol for a rat
CCI study, including all materials and methods. In addition, dis-
cussion was included regarding how to make decisions related to
experimental design, execution, troubleshooting, and
dissemination.
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Chapter 6

Fluid Percussion Model of Traumatic Brain Injury

Rachel K. Rowe, Daniel Griffiths, and Jonathan Lifshitz

Abstract

Research models of traumatic brain injury (TBI) hold significant validity towards the human condition,
with each model replicating a subset of clinical features and symptoms. After 30 years of characterization
and implementation, fluid percussion injury (FPI) is firmly recognized as a clinically relevant model of TBI
and the hallmarks of TBI in man can be faithfully reproduced. Variations in the surgical procedure provide
the ability to induce focal, diffuse, or mixed focal and diffuse brain injury in various laboratory species.
Being fully scalable, fluid percussion can induce mild, moderate, or severe brain injury in subjects of either
sex, at any age. This chapter outlines the procedures for FPI in adult male rats and mice. With these
procedures, it becomes possible to generate brain-injured laboratory animals for studies of injury-induced
pathophysiology and behavioral deficits, for which rational therapeutic interventions can be evaluated.

Key words Fluid percussion, Rat, Mouse, Brain injury, Concussion, Trauma, Diffuse, Focal, Righting
reflex, Fencing response

1 Introduction

Midline fluid percussion permits the study of experimental trau-
matic brain injury (TBI) in a model that is reproducible, clinically
relevant, and scalable between species and injury severities. Brain
injury is induced by a rapid (~20 ms) fluid pulse through a cra-
niectomy onto the intact dura that follows the inner curvature of
the skull and creates an elastic decompression of the brain
[1, 2]. While fluid percussion injury (FPI) necessitates breaching
the cranial vault, the skull is sealed to the injury device, recreating a
closed system, which approximates a closed head injury with
decompressive craniectomy. The mechanical forces disrupt cell
membranes, blood vessels, and neuronal processes. By increasing
the angle from which the pendulum hammer falls, greater pressures
can be generated to travel through the fluid-filled cylinder and
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impact the brain. At a moderate level of injury, 20–25% of animals
die as a result of the injury within the acute posttraumatic period
(15 min), generally from respiratory failure and pulmonary edema.
This is a normal and desired feature of TBI models, as it reflects
human TBI.

In laboratories worldwide, subtle variations in surgical and
injury procedures reproduce the spectrum of brain injuries found
in the human population. Primarily, the location of injury site
determines the major features of the injury, where a midline impact
location induces a diffuse injury and a lateral impact location
induces a focal injury with a diffuse component [3–5]. Fluid per-
cussion injury reproduces the acute reflex suppression, functional
deficits, and histopathology evident after TBI in man [6–8]. The
model continues to be implemented to evaluate pathophysiological
mechanisms underlying histological and behavioral deficits, and
therapeutic interventions to mitigate degeneration and promote
the recovery of function [7, 8].

2 Materials

2.1 Animals Fluid percussion brain injury has been successfully performed on
various species, including cats, rabbits, pigs, rats, and mice. The
adaptation of fluid percussion to rats [6, 9, 10] was followed by its
implementation in mice [11]. The procedures outlined in this
chapter focus on midline fluid percussion in 8-week-old adult
male C57BL/6 mice (approximately 20–30 g) and adult male
Sprague-Dawley rats (approximately 300–400 g). To maximize
the success of brain injury, examine all animals for any signs of ill
health (e.g., rough coat, bleeding or dirty eyes, runny or bleeding
nose, and scratched around eyes or nose area). Weigh all animals
prior to surgery in order to track injury-induced weight loss.

2.2 Equipment

2.2.1 Injury Device

l Fluid percussion injury device (Fig. 1).

l Custom Design and Fabrication.

l Virginia Commonwealth University.

l http://www.radiology.vcu.edu/research/customdesign.html.

l Product information including assembly manual, operation
manual, and product brochure are provided on the manufac-
turer’s website.

l Recording oscilloscope (recommended: Tektronix, Model
1001B).

l Industrial Velcro to secure the device to the bench to prevent
movement.

l High-vacuum grease (e.g., Fisher Scientific, #14-635-5D).
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l Dishwashing solution to clean fluid cylinder.

l Jet Dry finishing rinse to minimize air bubbles in the cylinder
upon filling.

2.2.2 Anesthesia l Vaporizer for delivery of inhaled anesthesia.

l Tubing/petcocks.

l Induction chamber.

l Isoflurane.

l Oxygen and regulator.

l Rodent nose cone for inhaled anesthetic that is compatible with
the stereotaxic frame.

2.2.3 Surgical Supplies l Gauze sponges.

l Cotton tip applicators.

l Heating pad (recommended: Deltaphase isothermal heating
pad, BrainTree Scientific, #39DP).

l 20 gauge needles (recommended: 100 length).

Fig. 1 Fluid percussion injury device. Injury is induced by a 20 ms fluid pulse delivered onto the intact dura via
a craniectomy and surgically implanted injury hub. The fluid pulse is generated by the pressure wave produced
when the weighted end of the pendulum arm strikes the plunger of a fluid-filled cylinder. The force of the pulse
is detected by a transducer and the signal is amplified before being sent to the oscilloscope which outputs the
millivolts. The millivolts can then be converted to atmospheres of pressure

Fluid Percussion Model of Traumatic Brain Injury 99



l 1-mL syringes.

l � 10-mL syringes, Luer-lock tip.

l Small animal trimmer for fur removal (e.g., Wahl, Mini Arco
Animal Trimmer).

l Ophthalmic ointment to prevent drying of eyes during surgery.

l 4% chlorhexidine solution (or Betadine scrub) for preparation of
the incision.

l 70% ethanol (or alcohol pads).

l Cyanoacrylate (e.g. Super Glue).

l Perm Reline and Repair resin, liquid and powder (All for Den-
tist, #H00327).

l Antibiotic Ointment.

l Saline-filled syringe, blunted needle bent 90�.

2.2.4 Surgical

Instruments

l Small animal stereotaxic frame.

l Scalpel handle and blade.

l Delicate bone scraper (Fine Science Tools, #10075-16).

l Wedelstaedt Chisels ¾ DE (Henry Schein, #600-4972).

l Bull Dog clips (Fine Science Tools, #18050-28, #18051-28).

l Needle holder and scissors.

Mouse Surgical Instruments

l Trephine (3.0 mm) (Machine Shop, Arizona State University,
Tempe, AZ) contact Rachel Rowe, rkro222@email.arizona.edu.

l Weed whacker line for cranial disc (1.7 mm diameter).

l Side-grasping forceps (7 � 7) (Henry Schein, #6-124XL).

l 3M Vetbond tissue adhesive (Henry Schein, #700-3449).

Rat Surgical Instruments

l Dremel tool with engraving cutter #106.

l Trephine: 4.7 mm-adult (Miltex, #26-140).

l Fingernail drill with 5/6400 drill bit (Miltex, #33-232).

l Stainless steel skull screws (2–56 � 3/1600) (Small parts Inc.,
#MX-0256-03B-25).

2.2.5 Injury Hub (Fig. 2) l 1 ½00 needle (20 gauge) (Becton Dickinson, #305176).

l Syringe (1 cc).

l Razor blades.

l Tissue forceps (Henry Schein, #6-114).
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Mouse Injury Hub

l Luer-loc extension tubing (Baxter, #2C5643).

Rat Injury Hub

l Cosmetic pencil sharpener.

3 Methods

3.1 Record Keeping A standard surgery sheet should be used to record information
pertaining to the surgical procedure, injury, and both immediate
and long-term postoperative care (see Supplementary Material).
Postoperative observation and treatment of each animal should be
recorded and include notes about the general condition of the
animal and any supportive care the animal received (e.g. saline
injections).

3.2 Preoperative

Preparation

Appropriate personal protective equipment should be worn: clean
lab coat or scrubs, gloves, face mask, hair covering, and protective

Fig. 2 Injury hub materials (a) and construction. Attach a 20 gauge needle to a 1 cc syringe and insert the
needle into a laboratory bench pad to prevent the needle from becoming projected after it is cut (b). Use a
razor blade to cut off the tip of the needle (b) and check and refine to make level (c). For the rat, the injury hub
is beveled using a cosmetic pencil sharpener (d). Using a razor blade, score the exterior of the hub making
burrs at even intervals around the hub (e). When finished, the cut end should be flat and even, and parallel to
the Luer-Loc plane (f)
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eyewear. Assess the animal for signs of pain, distress, or disease and
record this information on the data sheet (e.g., abnormal posture,
movement, poor grooming, and evidence of porphyrin accumula-
tion on eyes, nose, or fur).

3.3 Administer

Anesthesia and Secure

in Head Holder

l Anesthetize the animal with 5% isoflurane for 5 min in an induc-
tion chamber.

l Shave or remove hair from scalp, as appropriate.

l Secure animal in a stereotaxic frame equipped with a nose cone
for continuous inhalation of isoflurane (2.0–2.5%) (Fig. 3a, f).
The back of the front incisors should be flush with the bite bar,
without tension applied to the teeth. If you observe mouth
breathing, check the positioning of the teeth over the bite bar
and/or reposition the nose cone to allow for normal respiration.

l Apply ophthalmic ointment to the eyes to keep them moist
during the surgery.

l Prepare the surgical area with 70% alcohol and betadine solution
(antiseptic).

l Monitor anesthesia by observing muscle relaxation, in addition
to assessing the toe pinch reflex. Animals under appropriate
anesthesia will have a steady respiration rate.

Fig. 3 Cranial surgery for midline FPI in the mouse (a–e) and rat (f–i). The animal is secured in a stereotaxic
frame with a continuous flow of isoflourane via a nose cone (a, f). A midline incision is made to expose the
skull and the overlying fascia is removed (b, g). For the mouse, Vetbond tissue adhesive is used to secure a
disc shaved from weed whacker line at the location of the craniectomy (b). For the rat, a Dremel tool is used to
make pilot holes for the screw placement and for securing the trephine pin. The screw hole is expanded with a
finger nail drill and 5/6400 drill bit and a stainless steel screw is secured into the screw hole (h). A trephine
(3 mm for mouse, 4.7 mm for rat) is used to create a cranial disc that is removed to expose the underlying dura
(c, h). Small drops of cyanoacrylate gel are placed on the outside of the constructed injury hub and the injury
hub is covered in methyl methacrylate cement and filled with saline (e, j)
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3.4 Cranial Surgery

for Hub Placement

l Make a midline sagittal incision extending from between the
eyes, to the base of the skull, just past the ears. To avoid excessive
bleeding, avoid cutting the muscle at the base of the skull
(Fig. 3b, g).

l Expose the skull and scrape the fascia from the skull using a
delicate bone scraper, cotton swabs, and gauze. Clear away
temporal muscle as necessary. If greater exposure is needed,
stretch the skin by applying pressure with the fingers.

l Attach Bull Dog clips to the edges of the incision (two anterior,
two posterior) to expose the surgical site. When the Bull
Dog clips fall down, the weight will hold the incision open
(Fig. 3b, g).

3.4.1 Cranial Surgery for

Hub Placement-Mouse

l Shave weed whacker line with a razor blade as thin as possible to
make a circular disc that is an equal thickness on all sides. Disc
should be level when placed on the skull.

l Pick up the disc with side-grasping forceps. Dip the cranial disc
into a drop of Vetbond tissue adhesive placed on a nonabsorbent
surface.

l Place the disc at the location of the craniectomy (midway
between bregma and lamda on the sagittal suture for mFPI).
To drop the disc, release the forceps and use a wooden applicator
stick to properly position the disc. Once in position, use a
Kimwipe tissue to wick away any excess Vetbond (Fig. 3b).
Allow the Vetbond to fully dry before beginning to trephine.

l Place the 3.0 mm trephine over the disc and perform the cra-
niectomy by continually turning and spinning the trephine with-
out disrupting the underlying dura. Keep trephine clean by
using a toothbrush to remove bone debris from the trephine.
Apply saline to moisten the bone and aid in trephination. As
needed, angle the trephine to evenly cut around the
craniectomy.

l Frequently check the progress of the craniectomy by applying
mild pressure to the center of the craniectomy. As the skull thins,
the craniectomy will be able to move independently of the skull.
The craniectomy is complete when the bone can move freely in
all directions.

Under magnification, remove the bone piece working
around the circumference using the wedelstaedt and scalpel, or
two wedelstaedt instruments without disrupting the dura
(Fig. 3c). When the bone has been removed, gently clear any
blood from the craniectomy site.
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3.4.2 Cranial Surgery for

Hub Placement-Rat

l Mark the locations on the skull for the screw hole(s) and cra-
niectomy center. The skull screw is used to secure the injury hub
in place.

– For midline FPI, position one screw hole 1 mm lateral to
bregma and 1 mm rostral to the coronal suture on the
right side.

– For lateral FPI, position the one screw hole 1 mm lateral to
bregma and 1 mm rostral to the coronal suture on the ipsilat-
eral side to the craniectomy; position the second hole midway
between bregma and lambda and 1 mm lateral to the central
suture contralateral to the craniectomy.

l Drill pilot holes at both markings using the Dremel tool and
burr bit.

l Expand the screw hole with a finger nail drill and 5/6400 drill bit
(Fig. 3h).

l Place the centering pin inside the 4.7 mm diameter trephine.
Anchor the centering pin in the pilot hole at the craniectomy
center.

l Continually turn and spin the trephine to make a craniectomy
without disrupting the underlying dura. Keep trephine clean by
using a toothbrush to remove bone debris from the trephine
teeth. Apply saline to moisten the bone and aid in trephination.
As needed, angle the trephine to evenly cut around the
craniectomy.

l Frequently check the progress of the craniectomy by applying
mild pressure to the center of the craniectomy. As the skull thins,
the craniectomy will be able to move independently of the skull.
The craniectomy is complete when the bone can move freely in
all directions.

l Remove the bone piece working around the circumference using
the wedelstaedt and scalpel, or two wedelstaedt instruments
without disrupting the dura. When the bone has been removed,
gently clear any blood from the craniectomy site (Fig. 3h).

l Secure a stainless steel screw in the skull screw hole. Hold the
screw with forceps and advance the screw with a screwdriver
(Fig. 3i).

3.5 Injury Hub

3.5.1 Injury Hub

Construction

l Attach a 22 gauge, 1 ½00 needle to a 1 cc syringe. Place the
needle into a laboratory bench pad (Fig. 2a, b).

l Cut the female Luer-Loc hub from the needle using a razor
blade (Fig. 2b). The cut is made parallel to the Luer-loc with
an outer diameter of ~4.7 mm for the rat, and ~3.0 mm for the
mouse.
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l Inspect the cut edge of the injury hub and trim to size and level
as necessary (Fig. 2c).

l For the rat, bevel the cut edge of the injury hub with a cosmetic
pencil sharpener (Fig. 2d).

l Shave thin burrs around the injury hub starting at the Luer-Loc
edge in the direction of the cut edge using a razor blade
(Fig. 2e, f).

3.5.2 Injury Hub

Placement

l Hold the hub in tissue forceps (behind the teeth). Apply small
drops of cyanoacrylate gel on the outside of the hub, just above
the cut end.

l For the mouse, using magnification, position the hub over the
craniectomy. The injury hub should fit outside the craniectomy
(Fig. 3d). For the rat, the injury hub fits inside the craniectomy
(Fig. 3i).

l Using a wooden applicator stick (cut a sharp angle) gently scrape
the cyanoacrylate gel down the injury hub onto the skull. Apply
more cyanoacrylate gel if needed to the junction between the
injury hub and the skull to firmly adhere the injury hub to the
skull in addition to creating a seal.

l After the cyanoacrylate gel dries, cover the injury hub (and
screw) in methyl methacrylate cement (Fig. 3e, j). Apply the
methyl methacrylate cement from a 1 cc syringe when it is thick
enough to hold shape.

l When the methacrylate cement has dried, fill the injury hub with
saline.

l Place a suture at both the anterior and posterior edges of the
incision.

l Remove the animal from the stereotaxic frame and anesthesia.
Place the animal in a recovery cage on a heating pad until the
animal is awake and alert. Monitor animals for outward signs of
pain or distress.

3.6 Injury Before using the injury device, check that when the weighted
pendulum arm is hanging in a neutral position (at 0�) that it is
flush and centered on the foam pad at the end of the plunger.
Adjust as needed. Drop the pendulum hammer several times to
prime the device.

l Reanesthetize the animal after an approximately 60min recovery
period from surgery.

l Visually inspect inside the injury hub for debris, blood or dried
dental acrylic. Clean out the injury hub using a small cotton tip
applicator or irrigate with saline if necessary.
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l Fill the injury hub with sterile saline until a bead of fluid is
formed by surface tension. Remove any air bubbles from inside
the hub.

l To avoid air between the hub and device, press the plunger so
that a drop of fluid is produced at the end of the injury device.
Connect the female Luer-Loc injury hub on the animal to the
male Luer-Loc fitting on the injury device. Create continuity
between the fluid of the cylinder and the fluid in the injury hub.

l Check the animal for a toe pinch response. Once a normal
breathing pattern returns (1–2 breaths per second) and the
animal has a positive toe pinch response, release the pendulum
to injure the animal. Secure the pendulum after it strikes the
plunger and return it to the catch.

l Immediately after the injury, start a timer to measure the dura-
tion of the suppression of the righting reflex.

l Remove the injury hub by pressing on the bridge of the nose for
leverage (Fig. 4b, d).

l Observe and record the duration and extent of apnea or seizure.
Note the condition/appearance of the surgical site and brain
tissue beneath the injury site and record brain herniation and
hemorrhage (Fig. 4b, d). If the dura is breached, the animal
should be euthanized and not included in the study.

Fig. 4 Craniectomy before (a, c) and after mFPI (b, d). After the injury induction
the craniectomy site and skull should be observed and notes should be taken.
Immediately following injury it is common to have hematoma in both the mouse
(b) and rat (d). Check for herniation of the dura, there should be uniform
herniation which is indicative of an intact dura (b, d). Uneven or protruding
herniation is characteristic of a dura breach and the animal should be removed
from the study as a surgical failure
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l Control bleeding if necessary. Leave the craniectomy open.
Close the wound (i.e., suture or staple) and apply topical lido-
caine and antibiotic ointment.

l Place the animal in a supine position on a heating pad. The time
elapsed until the animal spontaneously rights is recorded as the
righting reflex time.

l Once the animal has righted, place it in a designated recovery
area equipped with a heating pad.

l When the animal regains normal ambulatory behavior, it can be
returned to its home cage.

3.7 Postoperative

Care

3.7.1 Postoperative

Evaluations

l Following injury, animals should be visually monitored for
continued recovery every 10 min post-injury (for the first
hour). Within 15–20 min after injury, surviving animals should
be alert. Within 1 h after injury, animals should be ambulatory.
Brain-injured and uninjured control animals typically show no
outward effects once they have recovered from anesthesia, and
resume normal eating, drinking, and grooming patterns. Typi-
cally animals return to sleep, as the injury occurs during their
sleep cycle.

l Postoperative evaluations should be done daily (for a minimum
of 3 days). Follow the Postoperative Evaluation Sheet to record
the external examination, physical examination, suture site, and
a pain evaluation. Typically, animals require no special support-
ive care after surgery. This injury does not produce overt signs of
postoperative pain, and does not call for pain monitoring or
drugs to manage pain. Caution should be taken in administering
such compounds, as they can influence outcome (for review
see [12]).

3.7.2 Postoperative

Weight

l Weigh animals daily. Record weights on the evaluation sheet.

l Animals can lose up to 20% of their body weight after surgery
and injury. It is beneficial to prophylactically provide mash
(chow + water) and/or place normal chow on the floor of the
cage to facilitate weight gain.

l If by the second day post-injury, there is continued weight
loss, the animals will likely require fluid injections (0.9% sterile
saline) to prevent dehydration. Consult a local veterinarian for
advice.

l Weight loss exceeding 20% of pre-injury body weight indicates
significant injuries that require intensive postoperative care or
euthanasia.
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4 Notes

l The plunger impact pad on the fluid cylinder should be replaced
every 8–12 months. Information and instructions for the setup,
cleaning, and maintenance of the FPI device can be found in the
FPI Operation Manual: http://www.radiology.vcu.edu/docs/
FPIOperationManual.pdf.

l If the surgery site continues to bleed when the skull is removed,
lightly remove blood with gauze. Adding saline can create
hydrostatic pressure that will reduce bleeding. If the site con-
tinues to bleed, control the bleeding with Gelfoam. Excessive
wiping or dabbing at the craniectomy site will prevent blood
clotting and worsen the bleed.

l When using an inhaled anesthetic, it is recommended that all
procedures are performed in a well-ventilated area, on a down-
draft or similar table, or in a type II biosafety cabinet to mini-
mize anesthesia exposure to the surgeon (current OSHA
recommendation for halogenated gasses is <2 ppm).

l If the disc comes off while trephining during a mouse surgery,
clean excess dried glue from the area and apply a new disc using
Vetbond. However, if the bone can move independently of the
skull in an area, use a small dot of superglue to attach a new disc.
Vetbond will run and may touch the surface of the dura
compromising the surgery.

l When constructing the injury hub for mice, to confirm the
proper diameter you can place the trephine through the hub
and confirm a tight fit.

l For the injury, rats should be held in your left hand lying on their
right side. Attach the rat directly to the device.

l During the cranial surgery, the dura can be compromised by the
trephination or removal of the bone. When the injury is induced,
pressure from the fluid pulse will cause the dura to tear and the
brain will herniate through the craniectomy. If the dura is com-
promised, the injury becomes inconsistent and should be classi-
fied as a technical failure. A dura breach will extend the opening
of the blood brain barrier and displace neural tissue. Animals
with a dura breach should be excluded from any study.

l When placing the injury hub over the craniectomy, cyanoacry-
late gel can spread on to the dura. If the cyanoacrylate is not
thoroughly dry forming a seal, the methyl methacrylate can also
spread under the injury hub and onto the dura. These sub-
stances on the dura will change mechanical properties and alter
the injury. Visual inspection is necessary to identify cyanoacry-
late gel or methyl methacrylate on the dura, as well as any other
obstruction over the injury site, such as a blood clot.
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l Air bubbles in the FPI device can prevent an accurate measure-
ment of the injury magnitude. When air is present in the device,
the oscilloscope reading will have many jagged peaks instead of a
smooth curve with one peak. The syringe ports can be used to
remove any air that enters the device. One way for air to become
trapped in the fluid cylinder is after cleaning of the cylinder. This
can be minimized by rinsing with a spot remover solution for an
automatic dishwasher (e.g., Jet Dry).

l Air bubbles can also enter the device during the impact. To
prevent air bubbles it is necessary to use two 10 mL syringes
during preparation of the device between rat injuries. After
injury, remove the rat from the male Luer-loc fitting on the
end of the device. Next, a 10 mL syringe with a female Luer-
loc fitting should be attached to the device. Pull up on the
syringe to remove fluid contaminated with blood or air from
the device. Lastly, a second 10 mL syringe containing clean
deionized water should be attached to the device. Pull up on
the syringe to remove any air bubbles from the device. Check
that when the weighted pendulum arm is hanging in a neutral
position (at 0�) that it is flush and centered on the foam pad at
the end of the plunger. Adjust as needed. Drop the pendulum
hammer several times to prime the device. Between every rat
injury a syringe should be attached and “dirty” water removed,
then a second “clean” syringe should be attached to prime the
device.

l It is important to make sure the Luer-loc extension tubing for
mouse injury is free of air bubbles before each mouse injury.
Hold the end of the tubing higher than the connection point on
the device. Lightly tapping the extender tubing will force air
bubbles to the end of the tubing where they can easily be
removed. Between each mouse injury, remove all air bubbles
from the tubing. Check that when the weighted pendulum arm
is hanging in a neutral position (at 0�) that it is flush and
centered on the foam pad at the end of the plunger. Adjust as
needed. Drop the pendulum hammer several times to prime the
device.

l The procedures presented in this book chapter for mFPI have
been adapted by our group for postnatal day (PND)-17 and
PND-35 rats. For PND-17 rats, the 3.0 mm mouse trephine is
used for the crainectomy. We have designed and manufactured a
4.0 mm trephine for the PND-35 rats to accommodate the size
difference of their skull compared to PND-17 and adult rats.
Scaling the trephine sizes based on skull size is an essential
consideration for all experimental brain injury models.
PND-17 and PND-35 rats often experience a cessation of
breathing as denoted by absence of chest movement associated
with breathing. This apnea duration is significantly longer than
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apnea noted in adult rats or adult mice. PND-17 rats also
experience injury-induced seizures defined as one or more
observed characteristic movements: unnatural body contor-
tions, vigorous tail whipping or spinning, or spontaneous overt
muscle contraction/relaxation.
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Chapter 7

Development of a Rodent Model of Closed Head Injury:
The Maryland Model

Erik Hayman, Kaspar Kaledjian, Vladimir Gerzanich, and J. Marc Simard

Abstract

Brain injury due to closed frontal head impact is a common mechanism in civilian traumatic brain injury
(TBI). Researchers have developed a variety of models of traumatic brain injury in rodents, using both open
and closed methods of injury. However, these models fail to reproduce the frontal impact of force
commonly found in human TBI, result in significant focal injury such as skull fractures or focal contusions,
and, in certain cases, carry an unacceptably high mortality. The Maryland TBI model provides an alternative
rodent model to address these shortcomings. Here, we describe the rationale for the development of the
Maryland TBI model. We then provide a detailed procedural overview of the model. We then summarize
relevant pathological findings in the model. Finally, we compare the model to other existing closed head
injury models in rodents, both with regard to advantages and limitations of the model.

Key words Traumatic brain injury, Diffuse axonal injury, Rodent, Closed head injury, Frontal impact

1 Introduction: Frontal Impact, Diffuse Axonal Injury, and TBI

Traumatic brain injury (TBI) refers to a heterogenous group of
brain injuries and brain injury mechanisms that affect more than
1.5 million Americans annually, accounting for nearly 50,000
deaths and significant costs associated with long-term disability in
survivors [1–3]. Although advances in surgical interventions, criti-
cal care, rehabilitation, and trauma system organization have
undoubtedly led to incrementally improved outcomes following
traumatic brain injury, the sometimes suboptimal results of even
aggressive intervention mandate a better understanding of the
disease. The need for a better pathophysiologic understanding of
TBI is especially important given the numerous recent failures of
surgical [4, 5], medical [6, 7], and pharmacologic [8] interventions
to improve outcome in TBI despite their ostensibly solid patho-
physiologic grounding. Animal models present an invaluable
resource both for understanding TBI at a pathophysiologic level
and for improving TBI therapies.

Amit K. Srivastava and Charles S. Cox, Jr. (eds.), Pre-Clinical and Clinical Methods in Brain Trauma Research, Neuromethods,
vol. 139, https://doi.org/10.1007/978-1-4939-8564-7_7, © Springer Science+Business Media, LLC, part of Springer Nature 2018
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The heterogenous nature of TBI, ranging from mild concus-
sion to diffuse brain injury to focal lesions such as traumatic con-
tusions, necessitates a variety of models. Nevertheless, all animal
models of TBI ought to strive to fulfill several criterion, namely
(a) reproduction of mechanistic forces at play during actual injury,
(b) production of pathology similar to that of human TBI,
(c) consistent reproducibility of injury with well-defined parameters
between experimental subjects and experimental groups, and
(d) practicality with regard to cost and technical ease. Although a
number of rodent models of TBI, such as the lateral fluid percus-
sion model [9] and the controlled cortical impact model [10], fulfill
these latter two requirements, these models rely on highly artificial
experimental injury, direct brain deformation via a craniotomy
window, to impart mechanical injury to the brain.

A significant proportion of human TBI, by contrast, results
from sudden acceleration-deceleration as well as rotational forces
and subsequent shear stresses imparted during impact, as occurs
during high-speed motor vehicle collision or sports injury. These
shear stresses induce a widespread disruption of axons throughout
the brain, a form of pathologic injury characterized as diffuse
axonal injury [11]. Initial theories of DAI posited a strictly mechan-
ical basis for axonal disruption, suggesting that DAI represents a
form of primary brain injury [12]. However, both in vitro and
in vivo evidence suggests that shear stress initiates a secondary
biochemical cascade culminating in axonal destruction via diverse
mechanisms, such as pathologic activation of mechanosensitive
channels [13], progressive instability of cytoskeletal elements
[14], and abnormal activation of proteases such as calpain
[15]. The delay between initiation of mechanical stress and actual
disruption of axons suggests that DAI is amenable to treatment,
although no such therapies for DAI exist clinically, motivating
further research.

Given the importance of shear stress mechanisms in human
TBI, a number of animal models of DAI exist. The earliest models
employed primates [16] subjected to head acceleration without
impact, allowing for creation of relatively reproducible injury
which, importantly, models human TBI both mechanistically and
pathologically. However, pragmatic, financial, and ethical concerns
associated with primate experiments severely limit the use of this
model. For this reason, researchers have developed a number of
rodent models of impact-acceleration to create diffuse brain injury
and DAI. The earliest model of acceleration injury in rats, the
so-called Marmarou impact-acceleration model, impacts the dorsal
aspect of the skull with a weight dropped from height to induce
diffuse injury [17]. Given that the brain, and especially its white
matter, demonstrates anisotropy with regard to strain [18], other
rodent models incorporating various combinations of linear and
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rotational acceleration attempt to understand their role in diffuse
brain injury [19–23].

Frontal impact, such as that experienced during a head-on car
collision or football injury, consists of rapid changes with regard to
linear acceleration in the direction of impact as well lateral rotation
of the head. These forces differ significantly from the dorsal-ventral
translational acceleration of the Marmarou model [17] or the
rotational energy of the Genarelli model and its derivatives [21].
Moreover, the direct application of energy to the cranial vault risks
skull deformation with potential for confounding of injury via skull
fracturing with brain deformation [24]. These twin concerns moti-
vated the development of an impact-acceleration model involving
application of anterior-posterior linear acceleration in combination
with a sagittal rotational acceleration to mimic the forces experi-
enced during a frontal impact TBI. Importantly, application of
force to an area of the skull remote from the cranial vault removes
potential confounding due to cranial vault deformation, providing
a pure model of diffuse brain injury due to acceleration and rota-
tion. This article describes both the original Maryland frontal
impact model [25] in the rat in procedural detail; moreover, a
formal comparison is made to other existing models of impact-
acceleration, both with regard to strengths and limitations.

2 Materials and Methods

2.1 Frontal Impact

Device

The frontal impact device consists of three components: a 500 g
steel ball (Small Parts, Inc., Miami), a pair of sloping rails in a
hockey-shaped configuration, and a force coupling mechanism
consisting of a pair of thin brass rods protruding from a solid plastic
cylinder (Fig. 1a). The pair of sloping rails, formed from 19 mm-
diameter tubular steel electrical conduit joined with a 3 cm gap via
nuts and bolts, are bent to form a 66 degree angle with ground as
depicted in the figure. A wooden collecting chamber sits at the
bottom of the device and serves to hold the coupling mechanism.
Rolling the ball from any given height allows the experimenter to
impart a reproducible and calculable quantity of energy to the
coupling arm via impact, with a vertical height of 2.1 m used for
severe TBI and a height of 0.25 m used for mild TBI.

The coupling mechanism (Fig. 1b) consists of three compo-
nents, a 25 � 70 mm delrin acetal cylinder (Small Parts, Inc.) and
two 3.2 � 60 mm brass rods (type C330 ASTM B135; Small Parts,
Inc.). Two holes, drilled 6mm from the center of the acetal cylinder
to a depth of 25 mm, serve to receive these brass rods; of note, the
rods are secured in the holes such that there is a 3 mm offset
between the lengths of the two rods. The rods themselves protrude
~3 cm from the surface of the acetal rod, in order to accommodate
the rodent’s snout without facial injury during frontal impact, while
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the offset between rods provides a rotational component to the
injury. Of note, the exposed surfaces of these rods have a small
V-shaped groove.

2.2 Animal

Preparations

All procedures described have received approval from the Univer-
sity of Maryland Institutional Animal Care and Use Committee;
procedures may require modification to conform to local institu-
tional approval. For frontal impact TBI, we employ male Long-
Evans rats weighing between 250–275 g (Harlan, Indianapolis,
IN), although strain, weight, and gender conceivably may be varied
as experimental purposes dictate. Animals are allowed a minimum
of 1 week to acclimate following shipment. All animals are housed
in our center’s animal facility until time of injury. On the evening
prior to injury, animals are fasted until time of injury.

2.3 Frontal Impact

Injury

Prior to injury, all animals undergo anesthesia with a single intra-
peritoneal dose of ketamine (60 mg/kg) and xylazine (7.5 mg/kg).
Loss of pedal reflex to toe pinch confirms depth of anesthesia. Rats
are spontaneously allowed to breathe room air throughout the
surgical procedure. We maintain core temperature at 37� using a

Fig. 1 (a) Diagram depicting overview of the Maryland model frontal impact
model. A ~500 g metal ball is allowed to roll down a 66� incline from a height of
2.1 m until it strikes a coupling device at the bottom of the incline. The coupling
device serves to impart force to the malar processes of an anesthetized rat,
producing the frontal impact injury. (b) Schematic depicting the coupling mech-
anism, consisting of an acetal cylinder with two protruding metal rods. Drawings
are not to scale
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heating pad regulated by a rectal thermal probe (Harvard Appara-
tus, Holliston, MA). Oxygen saturation throughout the injury
procedure is monitored using a hind limb pulse oximeter (Mouse
Ox; STARR Life Sciences Corp, Oakmont, PA).

After anesthesia induction, the infraorbital areas of the anesthe-
tized rat are shaved and cleansed with a combination of betadine
and alcohol. Surgical sites are then anesthetized with 1% lidocaine
injected in subcutaneous manner. Bilateral infraorbital incisions are
then performed sharply with a scalpel down the underlying to malar
processes, with any remaining muscular tissue remove using blunt
dissection. Hemostasis is obtained with thermal cautery. Following
exposure, the malar processes are then situated within the V-shaped
grooves on the coupling mechanism’s rods (Fig. 2). The coupling
mechanism is then secured to the rodent’s head using rubber
bands. When performed correctly, the rat’s nasal passages remain
clear, allowing the rat to continue spontaneous breathing. The rat is
then placed prone, with the couplingmechanism situated at the end
of the rails. The rat is gently secured in place using adhesive tape
across its thorax.

To induce injury, the metal ball is released from a predeter-
mined height down the rails. After gaining momentum, the ball
strikes the coupling mechanism, imparting both translational and
rotational force to the skull via the rat’s malar processes. Following
injury, the coupling mechanism is removed and the infraorbital
incisions sutured closed. For sham injury, an identical surgical
procedure and coupling mechanism placement is performed, but
the rat is not subjected to a ball strike. After injury, rats are moni-
tored until recovery from anesthesia and then returned to their
cages for further experimentation.

3 The Maryland Model and Other Closed Head Injury Models

3.1 The Maryland

Model

The Maryland model of TBI provides a simple, reproducible model
of diffuse brain injury due to frontal impact. The experimental
model possesses a number of significant advantages. The injury
apparatus is readily constructed from inexpensive, commercially

Fig. 2 Diagram demonstrating correct placement of the rods on the malar
process of a rat’s skull
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available parts. The surgical procedure is simple and well within the
capabilities of a laboratory with rudimentary rodent surgical tech-
nique. Injury mortality even at severe levels of TBI is low, with
minimal disruption of normal physiology following injury, avoiding
confounding from factors such as hypoxia or hypotension
[25]. Finally, coupling the injury force to the malar processes, a
structure relatively remote from the cranial vault, decreases the risk
of inadvertent skull fracture or direct brain injury due to deforma-
tion of the cranial vault.

Diffuse brain injury in human injuries is thought to result from
shear stresses placed on the brain by rapid changes acceleration or
rotation, rather than skull deformation or impact of the brain
against the skull (coup-contrecoup injury). The Maryland model
represents a relatively specific model of this process. On gross
pathological review following injury, animals do not demonstrate
evidence of significant frontal contusions or other signs of coup
injury; although cerebellar subarachnoid hemorrhage, thought to
represent a form of countercoup injury, is a relatively common
feature in this model, it does not represent the dominant pathology.
Histologic evaluation demonstrates multifocal petechial hemor-
rhages predominating in the frontal and parietal lobe white matter,
as well as the corpus callosum, deep nuclei, and brain stem after
severe frontal impact. Of note this pattern of petechial hemorrhage
mirrors diffuse axonal injury in human TBI [11]. Immunohisto-
chemical study of these sections conforms to the gross histology.
Beta-amyloid precursor protein upregulation, an established
marker of DAI, demonstrates increased expression with the neuro-
nal perikarya [26] as an atypical beaded appearance within damaged
axons [27, 28] following DAI. Following frontal impact in the
Maryland model, both of these pathological B-APP features coin-
cide with areas of gross histologic injury, including the brainstem,
hippocampus, and cerebral white matter, with two important
exceptions: the thalamus demonstrates significant perikaryal
up-regulation without significant axonal injury while the basal
ganglia demonstrates axonal injury without neuronal
up-regulation. More recently, study of white matter tracts follow-
ing the Maryland frontal impact model using MRI diffusion tensor
imaging corroborates these histologic findings of significant white
matter injury, particularly in the fimbria and the splenium of the
corpus callosum [29].

3.2 The Marmarou

Model

The Marmarou model is the oldest model of diffuse rodent brain
injury [17, 30]. The model employs brass weights dropped from
prespecified heights through a plexiglass tube to impact a rat or
mouse’s skull centrally between the lambda and bregma. A metal
disc directly affixed to the skull using cement protects the skull from
the weight drop, reducing both the effects of skull deformation and
the incidence of skull fractures. The rat rests on a deep foam bed at
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time of injury. The primary mode of injury observed in the Mar-
marou model is diffuse axonal and microvascular injury in the
corpus callosum, internal capsule, and long tracts of the brainstem
due to significant dorsal-ventral brain acceleration (900 G) at
impact. Due to its long history, low cost, and simplicity, the Mar-
marou model remains a popular model of diffuse brain injury.

Despite its advantages the Marmarou model suffers from a
number of significant drawbacks. First and foremost, skull protec-
tion via a metal disc does not entirely eliminate skull deformation,
which occurs to a depth of 0.3 mm underneath the metal disc
[17]. Furthermore, severe injury in the Marmarou model produces
skull fractures with an incidence of 12.5% despite the protection
afforded by the disc. Thus, especially at severe levels of injury, the
Marmarou model may not represent a pure model of impact injury,
as injury to skull deformation/fracture with direct brain compres-
sion serves to confound conclusions regarding acceleration-
induced injury. Neuronal injury primarily occurs in the cortex
underneath the disc, suggesting a local component to the diffuse
injury [30]. High peri-procedural mortality represents another
significant drawback of the Marmarou model, with a mortality of
nearly 60% following severe injury due to apnea [30]. Aside from
the increased resources in the form of experimental subjects
required to compensate for this high mortality, the significant
apnea and associated hypoxia induced by the injury serve to con-
found significantly experimental conclusions. Finally, the possibility
of a second impact due to rebounding of the weight as well as
lateralization of the weight as it falls within the tube serve to reduce
reproducibility of the injury. None of these issues are insurmount-
able. The undesirable injury mechanisms such as skull deformation
and fracture may be reduced with use of a less severe injury
[17]. Mechanical ventilation reduces mortality and hypoxia due
to apnea. Modern variations of the model replacing the weight
drop with a computer-controlled impactor minimize intraproce-
dural variability [31, 32]. However, steps such as mechanical venti-
lation and specialized impactors significantly increase the
complexity and cost of the model, eliminating some of its chief
advantages.

3.3 Other Rodent

Models of Diffuse

Brain Injury

Aside from the Maryland and the Marmarou models of diffuse
brain injury, a number of other models of rodent diffuse TBI
exist. Although diffuse brain injury models for higher mammals,
such as pigs and primates, exist, they lie outside the scope of our
discussion. Aside from addressing the aforementioned practical
issues arising from the Marmarou model, these models address
another key limitation of the Marmarou model, namely confine-
ment of acceleration to a single plane without any rotational com-
ponent. This concern arises from early studies by Genarelli
demonstrating the importance of plane of rotation to DAI-induced
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coma in primates, with coma chiefly attributable to coronal rotation
[33]. Several models attempt to translate these primate studies into
rodents. One study employing rapid coronal skull rotation in rats
demonstrated evidence of diffuse injury, both grossly and histolog-
ically, in the brain white matter, particularly of the brain stem, with
fairly high rates of mortality (17%) [22], consistent with Genarelli’s
findings in primates. One key limitation of this model, however, is
possible confounding due to cervical spinal cord injury, with histo-
logic evidence of upper cervical cord injury a common histologic
feature. A more recent report describes an alternative model of
rapid coronal rotational head injury generated by laterally striking
a constrained helmet with an impactor [21, 23]. Although this
model succeeds with regard to a number of criteria such as mini-
mizing injury due to brain deformation, low mortality, and repro-
ducibility of impact, a key limitation noted by the authors is the
absence of histological evidence for DAI, specifically axonal bulb
swelling, following injury, limiting extension of this model to
human injuries.

Although pure coronal rotation represents a common mode of
experimental injury, at least one model has explored pure sagittal
rotation as an injury mechanism [34]. In this model, an impactor
anteriorly strikes a bar affixed above a rat’s head by means of a skull
cap, causing the head to rotate rearwards. An affixed accelerometer
measures rotation. Like coronal models of acceleration injury, this
model yields both functional and histological findings consistent
with DAI with limited macroscopic injury.

A common concern in most of the aforementioned injury
models is direct brain injury from skull deformation. Although
the Maryland model bypasses this issue by impacting the malar
processes, rather than the cranial vault directly, one intriguing
alternative is an air cannon induced injury developed in mice.
Exposure of mice to a high-pressure air cannon results in rapid
rotational acceleration of their heads, leading to diffuse functional
deficits [35]. Aside from the advantages of a noncontact injury
mechanism, the use of an air cannon precludes the need for surgical
intervention and its confounding effects. This model, however,
does possess a number of disadvantages. Although rotational injury
represents the predominant injury mechanism, the unconstrained
nature of the head motion theoretically adds significant variability
between injuries; furthermore, attempts to quantify head rotation
with a gyroscope significantly increased procedural mortality, pre-
cluding standardization of injury. Moreover, although the absence
of a measurable blast wave and protection of the thorax during
cannon exposure reduces systemic off-target effects, the possibility
of confounding, particularly due to aural injury, represents an
important limitation of this model.

Given that injuries sustained by humans are unlikely to consist
of movements within a single plane or around a single axis, more
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modern models attempt to reproduce the more complex move-
ments that occur during human diffuse brain injury, such as the
combination of lateral rotation and anterior-posterior linear accel-
eration observed with the Maryland model. One such model
employs a defined combination of lateral translation and coronal
rotation to induce widespread histologic DAI and long-lasting
behavioral deficits in rats [20]. Similar, the recent Closed-Head
Impact Model of Engineered Rotational Acceleration (CHI-
MERA) combines dorsal-ventral acceleration with sagittal accelera-
tion in lightly anesthetized mice [32]. This latter model has a
number of advantages including the absence of surgical interven-
tion, histologic pattern of injury similar to human diffuse injury,
and production of long-lasting behavioral deficits. Although both
of these combined acceleration-rotation models provide satisfac-
tory models of human diffuse injury both from a histologic and
behavioral perspective, they suffer from two key disadvantages.
Both models require relatively specialized equipment, limiting
their widespread applicability. Perhaps more importantly, the com-
binations of forces described do not model common modes of
injury in human beings, unlike the Maryland model, which models
the combinations of forces typically experienced during frontal
impact.

4 Conclusions

Diffuse brain injury represents a clinical problem refractory to
clinical intervention beyond supportive care, mandating further
experimental study. The Maryland model has a number of advan-
tages over other models of rodent TBI. The combination of linear
translation and sagittal rotation accurately models a common mode
of human injury, namely frontal impact. The widespread white
matter injury with relative brainstem sparing reproduces human
histologic findings without suffering from high mortality or con-
founding due to physiologic alteration. The absence of specialized
impactors or other equipment significantly reduces costs associated
with the model. Finally, use of the malar processes, rather than the
cranium, as the point of energy transfer prevents unintended brain
deformation which serves as a source of confounding in other
models. While other models incorporate a number of these fea-
tures, the Maryland model combines them all, providing it with a
number of advantages in the study of diffuse brain injury.
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Chapter 8

Rodent Model of Primary Blast-Induced Traumatic Brain
Injury: Guidelines to Blast Methodology

Venkatasivasai Sujith Sajja, Peethambaram Arun, Stephen A. Van Albert,
and Joseph B. Long

Abstract

Neuropsychological symptoms in warfighters after exposures to blast have triggered considerable research
interest in the pathophysiological manifestations of blast-induced traumatic brain injury (bTBI). Preclinical
research models of blast are attractive tools to understand the prognosis of behavioral changes, identify
relevant biomarkers and characterize the neurobiological underpinnings of blast injury. However, the lack
of standardization among preclinical bTBI studies has led to numerous inconsistencies in the data. Inade-
quate characterization of blast simulators, incomplete understanding and interpretation of blast physics,
improper use of animal restraining techniques, and misapplication of biomechanical loading conditions in
animal research have led to laboratory results that all-too-often bear little resemblance and relevance to
injuries sustained by warfighters. Another major challenge for the bTBI research community is inadequate
reporting of methodological conditions such as total pressure, static pressure, positive pressure duration,
negative pressure duration, and impulse, to name a few, which has also contributed to ambiguous and
sometimes conflicting research outcomes. This report focuses on the requirements for standardization of
rodent experimental blast exposure conditions, blast simulator characterization, and guidelines on the
dissemination of blast injury research methodology.

Key words Blast, Primary blast, Characterization, Blast simulator, Guidelines, Traumatic brain injury

1 Introduction

Early research primarily associated blast and explosions with
extremity injuries to warfighters caused by projectiles and shrapnel
[1–4]. Although the first reported clinical evidence of blast-related
concussion dates to the early 1940s [4], traumatic brain injury
(TBI) has been primarily studied in the context of automobile
crashes or head impacts (e.g. falls, contact sports) resulting in a
concussive or subconcussive event. However, the biomechanics of
this type of impact injury are characteristically very different from
bTBI [5]. Effects of blast on the brain garnered increased attention
during the late 1990s to early 2000s primarily due to the
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preponderance of closed head TBI from warfighters returning from
Operation Iraqi Freedom (OIF) and Operation Enduring Freedom
(OEF) [5–8]. Increased use of improvised explosive devices (IEDs)
in modern asymmetric warfare coupled with civilian terrorist
attacks has continued to be major drivers of bTBI research.

Blast injury can be divided into four major categories: (1) pri-
mary blast injury, in which injury results solely from the blast
pressure wave; (2) secondary blast injury, in which explosion-driven
shrapnel or projectiles contribute to injuries; (3) tertiary blast
injury, in which injury results from impact, including impact with
debris launched by the explosion; and (4) quaternary blast injury, in
which injuries result from heat, radiation, and other modalities that
are not encompassed by primary, secondary, or tertiary injuries
[9]. While close proximity to blast can result in a combination of
primary, secondary, and tertiary injuries, primary bTBI typically
results at distances greater than the effective projectile range
[10]. Thus, proximity to blast plays a critical role determining the
extent to which bTBI is accompanied by injury to other major
organs of the body, which can be multifactorial and interactive
with bTBI. In most cases, bTBI resulting in secondary, tertiary,
and quaternary injuries present physical manifestations of trauma
for treatment and diagnosis, while primary mild bTBI does not,
often times resulting in an occult injury [9].

Over the years, body armor (e.g. helmet and chest protection
vest) has been developed to protect against penetrating and blunt
trauma to the head and upper body. However, at present there is no
body armor or helmet standard for protection against primary blast
injury. It is also important to note that, according to statistics
assembled by the Department of Defense, the breakdown of TBIs
reported worldwide from 2000 to 2017 (Q2) reveals that the
majority (82.3%) of cases were categorized as mild TBI, while the
least number of injuries were severe and penetrating brain injuries
(1.1% and 1.4% respectively). These figures highlight the impor-
tance of preventive strategies, diagnostic markers and treatments
targeting mTBI [6]. Several theories have been proposed to
account for the biomechanical mechanisms of primary bTBI. The
leading hypotheses include: (1) direct loading of primary blast
pressure on the brain, (2) coup and contrecoup injury due to
head acceleration, (3) skull flexure due to blast loading, and (4) vas-
cular transmission. Although these competing theories remain to
be validated, recent studies have demonstrated that intercranial
pressure of the brain closely parallels the ambient peak static pres-
sure profile and associated skull flexure due to the shock front in
rodent models [10, 12].

bTBI resulting from primary blast has been a major challenge
to diagnose and treat primarily due to delayed onset of symptoms
and no physical manifestation of injury, particularly with mild forms
of bTBI (mbTBI). Thus far, there are no FDA-approved diagnostic
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modalities to identify moderate to mild bTBI. To understand injury
mechanisms, develop diagnostic modalities and biomarkers of
bTBI, rodent models have been widely used in the laboratory
[12]. With well-conserved neuroanatomical features and neural
structures, rodents (mice and rats) have generally been the most
widely used experimental models for high-throughput research in
neuroscience. A large number of neurodegenerative diseases and
mental health disorders such as Alzheimer’s disease & dementia,
Parkinson’s disease, autism, depression, and addiction have been
widely studied using rodent models [14, 15]. Characterizing TBI
resulting from exposures to blast or explosions is a relatively new
consideration in the field of neuroscience. For this purpose,
laboratory-scale blast simulators are typically used to mimic free-
field-like primary blast injury with a waveform that resembles a
Friedlander wave. A Friedlander waveform is an idealized blast
wave with a near-instantaneous rise (on the order of nanoseconds)
from ambient pressure to a sharp peak followed by exponential
decay resulting in positive pressure duration on the order of milli-
seconds (0.2–6 millisecond (ms) for an improvised explosive device
(IED)-like blast (Fig. 1). The relative importance of blast wave
parameters such as impulse (the area of positive pressure duration)
and strain (i.e. loading) rates that translates to injuries produced in
rodents is unknown. The influences of these parameters, species
difference, and scaling parameters on the brain injury are currently
undefined.

Flow conditions of blast waves have been thoroughly studied
over the past 75 years by the blast physics community. Information
and techniques to measure and understand different components
of blast shown in Fig. 1 have been nicely summarized by Dewey
[16]. Despite the insights of the blast physics community, a consid-
erable amount of blast-related biomedical research has been con-
ducted improperly, using blast simulators without careful
characterization of flow conditions, leading to artifacts and exag-
gerated injury outcomes that bear no resemblance to primary blast
injury [17]. This mischaracterization is principally due to the inher-
ent focus of research biologists to simulate biological injury out-
comes as opposed to using appropriate mechanical forces to
understand outcomes of the injury (effect–cause vs. cause–effect
relationship). While the majority of neurodisorders are understood
to be the result of aberrant biological processes (e.g., prion protein
aggregation in Alzheimer’s disease, Parkinson’s disease and multi-
ple sclerosis due to genetic predisposition and environmental fac-
tors), traumatic brain injury is the result of mechanical forces in the
form of blunt impact or blast overpressure. Thus, proper mechani-
cal characterization of the loading conditions of the shock tube is
essential to define injury outcomes of bTBI. The discussion here is
confined to the context of idealized “free-field”-like primary blast;
primary complex blast is not discussed due to limited research and
characterization at the laboratory scale.
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1.1 Current Issues or

Limitations

with Characterization

of Primary Blast Injury

1.1.1 Explosive Charge

Detonation

Few groups have studied primary blast by detonating explosives in
the free-field using a rodent model [18, 19]. Ideally, this would be
the research method of choice to study blast injury. However,
explosive-charge field work requires facilities and trained personnel
that are beyond the reach of most research programs. Other groups
have attempted to use explosives inside a blast simulator (shock
tube) to mimic free-field blast using a variety of charges (e.g., 2,4,6-
trinitrotoluene (TNT) or 1,3,5-Trinitro-1,3,5-triazinane)
[20]. The first study on bTBI in a rodent model, conducted by a
group in National University of Singapore using TNT blast expo-
sure albeit in an enclosed space to mimic blast in bunker,

Fig. 1 Idealized wave form depicting the relationship of reflective pressure (PR), stagnation or total pressure
(PT), static or incident pressure (PI), and dynamic pressure (PD) components with positive and negative
pressure durations. Each of the components of the larger idealized wave can be represented as a simplified
Friedlander-like wave as shown in the inset. Depicting one waveform alone is not adequate to convey the
actual exposure conditions of the blast. Simple stated, a stagnation or a total pressure is recorded at 180�

(isentropic) to the flow of a planar transmitted shock wave brought to complete rest (i.e. stagnated), while a
reflective peak is the highest blast peak and largest loading force that occurs when there is any form of
impedance (non-isentropic) to the shock wave propagation. Static pressure is measured 90� to the flow of the
shock wave. The static (i.e. crushing) pressure is the pressure typically reported in bTBI research. Dynamic
pressure is too difficult to measure directly in a blast. Rather, dynamic pressure is inferred as the difference
between the total and static pressures. Dynamic pressure gives rise to the blast wind during the blast wave.
(Refer to Dewey 2016 for further description of flow conditions and measurement methods [13]). Note:
depicted pressure profiles and their durations are not scaled to ideal conditions derived from Rankine–Hu-
goniot equations
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demonstrated that blast can cause neuropathological changes
[18]. In addition to reproducibility challenges, conducting an
experiment on a blast range or with explosives to generate free-
field blast exposure has many regulatory and logistics requirements,
including costs, planning associated with live explosive charges,
certification of personnel to use live explosives, animal transporta-
tion and monitoring, all of which pose considerable challenges.
Other potentially important limitations are repeatability of blast
exposure; change in size, shape, and type of explosive resulting in
varied exposure levels; inconsistencies of blast waveforms; and
impulse of waveforms. In addition, the stand-off distance, ground
height of explosive to animal location, and environmental factors
(altitude, temperature, and humidity) can change the exposure
intensity. Given these challenges, laboratory simulators have gener-
ally become the preferred choice among researchers to simulate
primary blast with high throughput and repeatability.

1.1.2 Laboratory Blast

Simulators

Since 1899, constant diameter shock tubes have been used to
understand the physics of supersonic and aerodynamic flow of gas
at different pressures (either using an explosive or a calibrated
membrane to generate a supersonic flow) [21]. Research in the
early 1940s extensively studied blast effects on the human body,
concluding that ears and air-filled organs are most vulnerable to
blast injury [22, 23]. Studies were primarily focused on evaluating
the effects of blast on ear and lungs until early 1980s. With the
emergence of mTBI in Operation Iraqi Freedom (OIF) and Oper-
ation Enduring Freedom (OEF), attention was redirected to
understanding effects of blast on the brain. Due to the lack of
better technology and understanding, conventional constant diam-
eter shock tubes were used to study brain injury from primary blast
in rodent models across various research laboratories, including the
authors’ [13, 24–27]. However, constant diameter shock tubes
characteristically impart high-dynamic forces compared to free-
field blast, yielding artifactual flow conditions quite different from
those encountered by warfighters. Other limitations with constant
diameter blast simulators include longer impulse durations (>8 ms
positive pressure duration), plateaued peak pressures, and the
absence of a negative phase of the shock wave (Fig. 2).

In many cases, laboratory studies have been conducted using
end muzzle exposures outside of the shock tube, which expose
experimental subjects to greatly exaggerated end-jet effects that
bear little resemblance to the static and dynamic forces associated
with free-field blast [28–30]. Upon emergence from the tube,
shock waves suddenly expand, causing formation of rarefaction
waves associated with complex and artifactual high-flow gradients
such that slight changes in position impart large changes in pressure
conditions and unrealistic pressure profiles [16] (Fig. 3).
In addition, a number of researchers have used cylindrical blast
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simulators with very small diameters (<6 in.) resulting in constric-
tion of the blast waves, leading to artifactual flow conditions and
reflections. In other cases, laser-induced shock waves have been
applied; however, these shockwaves have impulse durations of a
few microseconds and are categorically very different from shock/
blast waves that have impulses lasting in a milliseconds timescale
[31]. These laser models have been shown to produce focal injuries
but do so with loading conditions that are likely to be invalid.
Proponents point to similar impulse (area under the positive pres-
sure curve) as blast waves; however, the increased tissue loading
characteristics of laser-induced shock waves have not been vali-
dated. In general, experimental artifacts associated with these inva-
lidated approaches very likely will cause irrelevant and
overwhelming brain injuries in rodent models that are not repre-
sentative of primary blast injury. These experimental artifacts occur
predominantly in models where the animals: (1) are exposed to
blast at or outside the mouth of blast simulators, (2) create high
obstruction of occlusion of the blast simulator, (3) are improperly

Fig. 2 Characteristic differences in pressure profiles between a constant diameter shock tube and an
Advanced Blast Simulator (ABS): a plateaued peak, absence of fidelic negative phase, and longer positive
pressure duration is observed in constant diameter shock tube pressure profile vs. a free-field-like character-
istic profile produced in the ABS
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restrained in cylindrical blast simulators or (4) are subjected to
invalid injury exposures. Recently developed divergent cross-
section blast simulators present a state–of-the-art technology to
simulate free-field-like primary blast to study bTBI and have been
employed at multiple research centers [32–34]. The advanced blast
simulator (ABS™) has a divergent transition cross-section that
generates blast waves closely mimicking free-field blast (Friedlander
wave-form) that is described in Sect. 3 below.

2 Materials

Rats and/or mice are the rodent model of choice for primary bTBI
research; however, some groups have used non-rodent models such
as swine and ferrets. The materials discussed here are applied pri-
marily to rodent models, although not exclusively. Similarly, the
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Fig. 3 Pressure inside the shock tube of the constant diameter has a different pressure profile when compared
to the pressure profiles at the mouth of the shock tube that leads to the end jet effects. In this case, the static
pressure profile has a shorter positive pressure duration coupled with an abrupt decay and exaggerated
negative phase. Commonly mistaken for a Friedlander-like profile, when this pressure trace is shown as the
sole representation of the blast, the true nature of the exposure is not embodied. When taken together with the
total pressure (blue trace), a characteristic increased dynamic pressure is observed which imparts high
accelerative forces on the rodents body (whipping motion when restrained) leading to spurious injury outcomes
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following materials and methods described pertain to ABS or diver-
gent cross-section blast simulators.

2.1 Primary bTBI

2.1.1 Membranes

There are various membranes of choice that can be readily used to
generate a range of blast intensities. Acetate membranes are widely
used to generate shockwaves across various laboratories. Acetate
membranes can be obtained in various thicknesses from Grafix
Plastics Inc. (Maple Heights, OH) which is useful for producing
varied overpressure exposures. A drawback is that shards of acetate
membrane are generated after blast and can act as projectiles that
can potentially injury the animals. In our laboratory, the currently
preferred choice of material for higher blast intensities (>13 psi)
is Valmex® from Mehler Texnologies, Inc. (Martinsville, VA);
acetate membranes are used to generate lower intensity
exposures (�13 psi)[32]. Aluminum membranes have been used;
however, due to the labor-intensive machining required to score
these membranes for consistent bursting, they are not currently in
favor [33]. Though widely used, Mylar membrane material is com-
promised by the manner in which it ruptures. Mylar tends to
“petal” outward when it ruptures which disrupts the flow. A long
transition section is required for the shock wave to achieve
proper planarity.

2.1.2 Compressed Gas In order to rupture the membranes, compressed air or helium is
typically delivered from compressed gas cylinders [32–35]. In some
cases, other research laboratories have used air compressors to
rupture the membranes of choice as discussed in Sect. 2.1.1
[13]. Helium will produce sharper rise times, higher peak pressures,
and shorter positive phase durations compared to air for the same
membranes, but is significantly more expensive.

2.1.3 Instrumentation It is ideal to gather the critical static (Ps) and dynamic
(Pd) pressures (biomechanical loading) of the blast wave on the
experimental subject, which are fully recorded by the combination
of static (aka incident or side-on pressure) and total (aka stagnation
or head-on) pressure gauges. In case both the pressures cannot be
obtained for each blast due to size limitations of the blast simulator, it
is essential to characterize the blast simulator with two sensor gauges
to obtain total and static pressures (Sect. 4.1). Once calibration
profiles of animals and holders have been completed (Sect. 4.1),
presenting only static (incident) pressure is acceptable to define
loading conditions on animals.

The pressure sensor data from these gauges should be acquired
at a minimum sampling rate of 250,000 Hz, although higher
sampling rates are recommended to achieve more accurate pressure
profiles, especially for static and reflective pressures. High-
frequency pressure sensors from Endevco (Irvine, CA) or PCB
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Piezotronics (Depew, NY) [16] are widely used to acquire blast
exposure data. A variety of commercial data acquisition systems are
currently available, to name a few: TDAS PRO (Diversified Tech-
nical Systems, Inc., Seal Beach, CA), LabVIEW (National instru-
ments, Austin, TX, USA), TMX-18 data acquisition system
(AstroNova, Inc., West Warwick, RI). It is important to not apply
hardware or software filter settings while collecting data in order to
capture fast rise times, peak overpressure, rapid decay and reflec-
tions of the blast. There are several probes available to study intra-
cranial and hemodynamic pressures: authors prefer the use of
Mikro-Tip® pressure catheters from Millar Inc. (Houston, TX,
USA) due to the size and geometry for small animal testing. An
alternative choice is fiber optics probes from FISO Inc. (Quebec,
QC, Canada). Always check the response frequency for any gauges
used in blast work. In addition, care must be exercised when using
company-provided amplifiers or conditioners employing filtering,
which will compromise the signal response (e.g. Millar). Calibrat-
ing these types of sensors using relevant static pressures is critical to
maintain data integrity.

2.1.4 High-Speed Video

Camera

A variety high-speed cameras are commercially available which can
record at >20,000 frames per second (fps). Video records help to
characterize forces during the exposure and understand any arti-
facts associated from blast wind. A frame-wise recording of blast
exposure is demonstrated in Fig. 4.

Fig. 4 Frame-wise recording of untethered animal motion (0–20 ms) following primary blast loading (see Sect.
4.1.2). The animal is in parasagittal plane which presents the maximum surface area to the primary blast. As
shown, minimal gross motion is associated with primary blast wave with 15 psi static pressure (speed of
shockwave: 1.37 mach)
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3 Methods

3.1 Animal

Preparation

3.1.1 Approvals

All animal experiments should be conducted in accordance with the
Animal Welfare Act and other federal statutes and regulations
relating to animals and experiments involving animals, and should
adhere to principles stated in the Guide for the Care and Use of
Laboratory Animals (NRC Publication 2011 edition) using an
Institutional Animal Care and Use Committee-approved protocol.
Male Sprague Dawley rats, 8–9 weeks old that weighed 270–290 g
(Charles River Laboratories, Wilmington, MA) were housed at
20–22 �C (12 h light/dark cycle) with free access to food and
water ad libitum.

3.1.2 Blast Exposure In our laboratory, rats are anesthetized with 4% isoflurane in 2 ft3/
min of air for 6 min. Other injectable anesthetics can be used, but
researchers are cautioned to understand the neuroprotective effects
of each anesthetic. Animals are then restrained in a custom made
sling at 9.5 ft from the membrane in a custom-built Advanced Blast
Simulator (ORA Inc., Marion, NC). The ABS is 21.5 ft long and
comprises a 2 ft long compression chamber, a 9.5 ft divergent
transition section, and a 4 ft long test section coupled to an end
wave eliminator (6 ft long) (Fig. 5). Compressed air is used to
rupture the acetate (<13 psi blast) or Valmex® (>13 psi) mem-
branes. Piezoresistive gauges (Endevco, Irvine, CA) incorporated
into a low profile aluminum holder are used to record the static (i.e.
side-on pressure) and total pressure to which each animal is exposed
using Astro-med TMX-18 acquisition system at 800,000 Hz sam-
pling rate. The mach speed of the shock wave (calculated using the
distance between the gauges) is then used in the Rakine-Hugoniot
equations to determine reflective, total, dynamic and static pres-
sures. The high-speed video (Fig. 4) is recorded at 25,000 fps using
a Phantom v1212 camera (Vision Research Inc., Wayne, NJ).

3.2 Guidelines

to Minimum Common

Data Elements

to Disseminate

Methodology of Blast

Research

1. Dimensions of blast tube or explosive type.

2. Location of the animal.

3. Orientation of the animal.

4. Weight of the animal.

5. Sampling rate of blast pressure profile recording.

6. Sensor locations of blast profile recording.

7. Pressure profiles of blast.

8. Representative total, static, and impulse of the pressure.

9. Positive and negative pressure duration and impulse.

10. Mach number and rise time of the blast wave.

11. Instrumentation used for pressure data collection.
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(a) Sensor type.

(b) Data capturing program (e.g., TMX-18 from Astroview
Inc).

(c) Sampling rate.

(d) Filtering of data (not recommended).

12. Righting time reflex (as applicable).

In order to be qualified for a well-calibrated animal model in
addition to disseminating above data elements in manuscripts, it is
essential to follow Sect. 3. This adherence would not only standard-
ize primary blast injury research, but also help to compare injury
outcomes across the laboratories, which is not achievable in the
current way of research dissemination.

Fig. 5 (a) Advanced Blast Simulator (ABS) located at Walter Army Institute of Research. (b) A range of static
pressures generated using the ABS (only static pressures are shown for clarity in illustration). (c) Side of
view of the ABS schematic showing the propagation of wave, the rodent subject exposed to blast in
frontal orientation and an end wave eliminator that eliminates rarefaction waves from propagating back to
the subject
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4 Notes

4.1 Guidelines

to Characterize Blast

Simulators for Animal

Research

Proper characterization of the injury model is essential to effectively
study bTBI. Prior to animal experimentation, steps 1–3 should be
followed to validate the blast simulator or shock tube.

4.1.1 Step 1: Pressure

Characterization

Characterize the blast simulator by mapping the pressure profiles
across the animal test section using blast-quality pressure gauges
that can specifically measure static and total pressure loading con-
ditions. Two gauges should be placed a known distance apart to
calculate the velocity of the shock wave front (see Sects. 2.1.2–2.1.4
for instrumentation and parameters). These pressures can then be
validated using the shock front velocity with the Rankine–Hugo-
niot equations for appropriate gaseous conditions (temperature,
humidity, and driver gas) [32]. In cases where pressure sensors are
mounted in the walls of the shock tube, a validation for blast wave
planarity needs to be conducted with pitot gauges (measuring total
pressure) at the location of the animals (including any platforms
and restraints).

4.1.2 Step 2:

Acceleration

True IED-like blast waves actually produce little dynamic pressure
that creates blast wind. The gross motion imparted by the primary
blast wave is minimal, especially on streamlined rodents. The
momentum and acceleration of the rodents needs to be character-
ized using a high-speed camera capable of at least 20,000 frames
per second. Tracking the linear and rotational acceleration of the
animal’s head along with pressure gauges can help characterize the
loading conditions that are relevant to blast exposure (see work
from Sawyer TW, 2016) [35]. The acceleration should be charac-
terized with video whenever the position of the animal is changed
with respect to blast exposure (frontal, transverse, or parasagittal
plane). Exaggerated blast wind and dynamic forces impart higher
acceleration that is not a characteristic of pure blast waves. These
aberrant conditions are usually seen in cases where the animals are
blasted: at the mouth of the driven section, too close to the mem-
brane, in tubes with long duration positive phase (>7–8 ms), in
constant diameter shock tubes with plateaued pressure traces, while
obstructing a significant portion of the shock tube, too close to the
walls or poorly retrained. Animals should not be placed on the walls
of shock tubes due to the drag and planarity disruption caused by
shock tube wall boundary effects.

4.1.3 Step 3: Intracranial

Pressure (ICP)

Several laboratories have independently validated pressure loading
of brain (ICP) from primary blast (not to be confused with the
much slower intracranial pressure changes associated with brain
swelling/edema) on rodents and observed that blast loading on
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brain (ICP) is a function of static pressure (see Sect. 2.1.3 for
instrumentation) [11, 36, 37]. It is important to understand the
loading conditions to relate the pressure to biological changes in
brain and develop standardization across the research communities.
One of the main drawbacks in the bTBI research field is the lack
of standardization and guidelines to include minimal data
points required in the methods of blast exposure. The guidelines
for methodology dissemination in manuscripts are discussed in
Sect. 3.2.

Note: Characteristically, these recommendations should be
applied to auditory and vision research associated with primary
blast exposure.

4.2 Pathology

Associated

with Primary Blast

Injury

Information on clinical pathology associated with bTBI with no
other comorbidities is rare. Recent studies indicate that chronic
traumatic encephalopathy (CTE) and tau protein-linked neurode-
generative disorder in autopsy specimens from deceased athletes
may extend to victims of blast exposure [38, 39]. Specifically, phos-
phorylated Tau (pTau) protein neuropathology with perivascular
neurofibrillary degeneration which is recognized as a distinct fea-
ture of CTE has been observed postmortem in the brains of blast
exposed victims [38, 39]. Accordingly, preclinical studies also
showed tauopathy in the brain after blast exposure [40, 41]. A
recent clinical report has demonstrated that unique astrogliosis
patterns (astroglial scarring) were observed in surface and layer
1 of the cortex, while traditional impact TBI did not demonstrate
similar pathology [42]. Several magnetic resonance imaging studies
have demonstrated that pathology associated with bTBI is unique
and may not have similar mechanisms seen with impact TBI
[43, 44]. In accordance with clinical reports, several preclinical
studies have demonstrated astrogliosis as one of the common path-
ological outcomes following bTBI across various research labora-
tories following bTBI [35, 41, 45] (Fig. 6). The majority of bTBI
research is conducted at pressures (>14 psi) which also results in
damage to lung [46]. Oxidative stress [47] and neuroinflammation
[41] have been widely demonstrated after blast in rodent models
using divergent cross-section blast simulators.

4.3 Conclusions Characterizing the blast injury model is absolutely essential before
the research studies are conducted in brain injury. Determining
minimum data points to report along with research findings will
provide a basis for inter-laboratory comparison. We have presented
a list of data used to characterize blast systems as well as the best
practices to conduct blast TBI research which have been devel-
oped in conjunction with blast physicists to provide a basis for
collaboration and validation.

Guidelines of Blast TBI Methodology 135



Disclaimer

The contents, opinions, and assertions contained herein are the
private views of the authors and are not to be construed as official
or reflecting the views of the Department of the Army or the
Department of Defense.

Fig. 6 Activation of astroglia at 1 and 3 months following single blast exposure in hippocampus (a1), amygdala
(b1), prefrontal cortex (c1), and nucleus accumbens (d1). Representative images dentate gyrus in sham (e1)
and blast exposure animal at 17 psi (f1). Adopted from Sajja et al., Sci Rep. 2016 [40]
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Chapter 9

Cognitive and Motor Function Assessments in Rodent
Models of Traumatic Brain Injury

Danielle Scott and Kathryn E. Saatman

Abstract

Cognitive and motor dysfunction is common in people who have experienced a traumatic brain injury
(TBI). These deficits can include memory loss, learning impairment, dizziness, difficulty with balance, and
loss of fine motor control and coordination. Cognitive function and vestibulomotor tasks have been widely
used in clinically relevant rodent models of experimental TBI to study the relationship of neurobehavioral
dysfunction to injury severity, secondary injury mechanisms, or putative therapeutic interventions. Here we
describe paradigms for the novel object recognition task, a test of memory, and beam walking and rotarod
tasks, tests of coordinated motor function. Key advantages and disadvantages are presented, and potential
problems and adaptations of these behavioral tests are discussed.

Key words Traumatic brain injury, Novel object recognition, Beam walking, Rotarod

1 Introduction

Traumatic brain injury (TBI) is the leading cause of death and
disability for people under the age of 45 years [1]. It is estimated
that about 3.8 million people sustain a TBI every year in the United
States alone [1]. Symptoms of TBI include nausea, dizziness, head-
aches, memory loss, motor coordination and balance deficits, vision
impairment, anxiety, irritability, and depression, leading to a
severely decreased quality of life [2]. The type and extent of patho-
physiology resulting from a TBI depends on the magnitude of
acceleration, deceleration, and impact forces associated with the
traumatic insult. Aspects of TBI-induced cellular damage include
cell death, gliosis, axonal injury, membrane depolarization, disrup-
tion of vasculature, and ischemia [3]. Collectively, cell damage and
dysfunction across multiple brain regions manifest as deficits in
neurobehavior. Neurologic function assessments in animal models
of TBI provide researchers a way to evaluate the health status of
subjects, determine the initial effect of TBI on aspects of motor and
cognitive function, and monitor functional recovery after TBI
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[4]. The combination of an assessment of learning or memory,
using the novel object recognition test or Morris water maze,
with a test for motor coordination and balance, such as the beam
walking task or the rotarod task, has been used extensively in rodent
models of TBI [5, 6]. This chapter offers detailed protocols for the
novel object recognition, beam walking, and rotarod tasks while
highlighting their advantages, modifications, and the common
issues that can arise when utilizing these neurological tests.

2 Novel Object Recognition

The novel object recognition (NOR) test was first described for rats
by Ennaceur and Delacour in 1988 [7]. It has now become a widely
used model for the evaluation of recognition memory in many
animal models of human disease and injury where cognition is
impaired. This task exploits the innate and spontaneous tendency
of rodents to explore novel items, contrasting the amount of time
that rodents spend exploring familiar and novel objects [8, 9]. Ani-
mals with TBI exhibit impaired recognition memory. Failure to
recognize a familiar object results in a decreased propensity for
exploring a novel object over the familiar one.

2.1 Animals

and Injury

The novel object task has been evaluated in both rats [7, 10, 11]
and mice [12–14]. NOR has been applied across multiple TBI
models including fluid percussion [15], controlled cortical impact
(CCI) [16, 17], closed head injury [2], weight drop [12], and blast
[13] at mild, moderate, and severe levels. The NOR protocol for
mice presented in this chapter is based on a paradigm implemented
by Tsenter and colleagues [18] and modified by Schoch and
associates [19].

2.2 Materials 1. Sheet to record notes and times.

2. Two stopwatches.

3. One timer.

4. One 10.500 � 1900 � 800 Plexiglas rat cage or box per mouse.

5. Two unique pairs of identical objects (e.g. mugs, animal figur-
ines, light bulbs).

2.3 Working Protocol

2.3.1 Habituation/

Acclimation

1. One day before surgery/injury/treatment, place each mouse
into an empty cage for 1 h.

2. Each mouse should be acclimated to a cage dedicated to that
mouse for the duration of the experiment (all trials/time
points). During acclimation, all mice can be habituated to
their cages simultaneously, as long as each cage is placed in
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the same spot as that used for testing and mice cannot see each
other during evaluation.

3. Take note of the surroundings of each cage and make sure any
visual cues remain the same and in the same orientation
throughout evaluation.

4. Return mice to home cages.

5. Each cage can be wiped out with a fresh, dry paper towel to
remove waste, but do not clean the cage with cleaner through-
out the duration of testing.

2.3.2 Testing 1. Testing consists of one 5 min “pretrial” with two identical
objects followed 4 h later by a 5 min “NOR” trial with one of
the previously used objects and one novel object.

2. Make sure the cage surroundings are the same as they were
during acclimation. Perform each test trial on only one mouse
at a time.

3. Place the two identical objects in opposite corners of the cage
(cattycorner to each other), about 2 in. from the walls of the
cage to allow space for the mouse to walk around the objects.

4. Place the test mouse in the center of the cage, equidistant from
the two objects, and start the timer to count up to 5 min.

5. Use one stopwatch to time the mouse’s exploration of object
“A” and a second to time the exploration of object “B.” A
mouse is considered to be exploring if its nose is positioned
toward the object at a distance of 2 cm or less. Sitting on top of
the object or using the object to get to a higher position does
not count as exploring.

6. If total exploration time after 5 min is less than 10 s, continue
the trial until the subject has explored for at least 10 s. Record
the duration of additional exploration trial time.

7. Return the mouse to its home cage.

8. Record exploration times.

9. Wipe out cage with a dry paper towel only. Wipe down each
object with a disinfectant cleaner between each trial/mouse
and dry thoroughly.

10. Four hours later, place one of the initial objects (familiar
object) in one corner as in step 3, with a second, novel object
in the opposite corner.

11. Follow steps 4–9.

2.4 Notes

2.4.1 Advantages

The NOR task offers many advantages over other memory tests for
assessing recognition memory. It is quick to administer and does
not require any subject training other than arena habituation
[20]. It relies primarily on a rodent’s natural preference for novelty,
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and thus incorporates no stressful conditions [8]. NOR also
requires no external motivation, reward or punishment, and can
be performed easily and often due to its low cost [20]. This test is
easily modified, and can be configured to measure working mem-
ory, long-term memory, attention, anxiety, preference for novelty,
or therapeutic efficacy [9]. NOR is also an excellent test to evaluate
improvement of cognitive function longitudinally with repeated
testing over several timepoints. As long as distinct novel objects
are used at each timepoint, the innate tendency to explore novelty
will not be affected by the previous trials [2, 9].

2.4.2 Disadvantages Although the NOR task has been widely utilized within neurobio-
logical studies of memory, variations across NOR protocols, such as
those described in Sect. 2.4.4, complicate comparisons across stud-
ies of memory [20]. A meta-analysis of a large subset of published
reports inferring the role of the rodent hippocampus in object
memory using the NOR task revealed many differences in the
characteristics of objects, arena type, duration of inter-session
delay, trial duration, and minimum exploration requirement
[20]. Because the NOR test is quite adaptable and easy to set up
without a machine-made apparatus, comparison of results across
studies should be made with caution, appreciating the potential for
differences in implementation of the test.

The NOR task has a limited range of potential scores, with
naı̈ve mice achieving a 70–75% recognition index (RI) and a com-
plete loss of recognition memory yielding a 50% RI (see Sect.
2.4.4). Since in many models of TBI injury results in a RI of 50%,
it can be difficult to detect worsening of recognition memory due
to genetic alterations or pharmacological interventions using NOR.

2.4.3 Potential Problems Many protocols in the literature fail to mention troubleshooting or
characterization of the NOR task prior to final testing. It is very
important to establish that all objects to be used in a study are
equally interesting on initial exposure. This is done by testing
objects in all combinations of pairs on naı̈ve (control) mice. Any
object with systematically higher or lower exploration times than
the others should be eliminated to prevent a confound in interpret-
ing responses after injury [20]. Additionally, animals that exhibit
low total exploration times, such as only a few seconds, may receive
abnormally high or low recognition indices due to inadequate
sampling. If this problem arises, it is acceptable to continue the
trial until the subject has explored for a set minimum exploration
time. Here we suggest 10 s, but this cutoff differs across protocols
and species [2, 11, 20]. The use of automated tracking during video
recorded NOR trials (see Sect. 2.4.4) requires vigilance to avoid
introduction of artifacts. Unless the camera is positioned in such a
way that it can see all sides of both objects, it can be difficult to track
exploration of an animal when it goes behind, over, or under an
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object. In this case, it may be preferential to do manual scoring or
to choose objects that are small enough to see around but difficult
for the animal to climb on or underneath.

2.4.4 Adaptations The NOR task has numerous adaptable aspects that allow it to be
modified to fit a variety of studies. For example, the first phase of
the typical NOR protocol—habituation—can be performed prior
to injury [2], following injury [12], or on repeated days
[16]. Habituation before testing eliminates possible confounds
such as motor deficits or anxiety deficits that could affect object
exploration when the animals are not accustomed to the testing
arena. Although some studies do not perform a separate arena
habituation stage at all [17], a 5 min familiarization trial with the
arena containing the objects may not be adequate to separate
environment and object exploration behaviors. Longer habituation
intervals or repeated habituation trials, such as described by Cai and
colleagues who employed 4 consecutive days of habituation in an
empty cage followed by 2 consecutive days in the arena with two
identical objects [21], can ensure more complete environmental
habituation, but increase the time and labor involved in conducting
the entire evaluation.

The relative difficulty of, and type of memory studied by, the
NOR test can be adjusted by increasing or decreasing the delay
between the familiarization and test phases [20]. A shorter inter-
session delay (i.e. 1 h) can be used to measure short-term memory,
and can also adjust the sensitivity of the test by making it easier
[14]. A longer intersession delay (i.e. 24 h) can be used to measure
long-term memory and can increase the sensitivity of the test by
making it more difficult [15]. For example, Prins et al. showed that
after a 1 h inter-trial delay, rats with sham injury, single mild TBI,
and repeated mild TBI could all differentiate between familiar and
novel objects, but after a 24 h inter-trial delay, the repeatedly
injured group could not [22].

Not only can the phases of the test be modified, but so too can
the reported measures. There are two common measures used to
assess exploration performance. The recognition index is deter-
mined by dividing the exploration time of the novel object by the
total object exploration time. A value above 0.5 is indicative of a
preference for the novel object, whereas a value below 0.5 suggests
preference for the familiar object. A recognition index of 0.5 repre-
sents chance performance. Madathil et al. showed that animals with
TBI exhibit on average a recognition index around 0.5, whereas
control mice (C57BL/6) hadmean indices of about 0.75 [3]. Alter-
natively, the discrimination ratio is calculated by the difference in
exploration time between the novel and familiar objects divided by
the total object exploration time. This ratio ranges from �1 to þ1,
with negative scores indicating familiarity preference and positive
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scores signifying novelty preference [20]. However, Pérez-Garcı́a
and colleagues chose to report raw exploration times in seconds
[23], and Lee et al. measured number of explorations rather than
exploration times, reporting the results as a ratio of the novel object
explorations over the familiar object explorations [24].

The NOR task can be manually assessed or automated, allow-
ing for data to be collected more quickly. Tracking software can be
used with video recording, permitting multiple animals to be tested
at once. This also allows for verification of results by manual
timing using the videos at any time after testing, as well as later
qualitative assessment of behavior [14]. Silvers et al. took automa-
tion of NOR even further, using an infrared photocell grid to
measure total locomotor activity, number of explorations, and
object exploration times [10].

3 Beam Walking Test

The beam walking task was the first motor test utilized in rodent
models of TBI [6]. This test evaluates motor balance and coordina-
tion by measuring the latency and/or number of foot faults of an
animal crossing a narrow beam. Animals with brain injuries have a
tendency to have a longer latency to complete the task, with more
footslips, than sham or naı̈ve animals [6].

3.1 Animals

and Injury

The beam walking task has been evaluated in both rats [25–27] and
mice [2, 15, 16]. Beam walking has been used in fluid percussion
[15], controlled cortical impact [16, 26, 27], and weight drop [25]
models of experimental TBI at the mild, moderate, and severe level.
The beam walking protocol for mice presented in this chapter is
based on Tsenter and colleagues’ Neurological Severity Score
(NSS) [18], modified by Pleasant and associates [28].

3.2 Materials 1. Sheet to record notes and times.

2. Stopwatch or timer.

3. Two ring stands.

4. Two C-clamps.

5. Four 60 cm long Plexiglas beams of different widths (3.0, 2.0,
1.0, and 0.5 cm).

6. One 60 cm long rod (0.5 cm diameter).

3.3 Working Protocol Apparatus Setup

1. Attach clamps to ring stands, placed 60 cm apart on a clean
testing surface.

2. Clamp each beam to the stands so that the beams are level and
47 cm above the testing surface.
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3. Clean beams with disinfectant thoroughly between mice.

Training/Acclimation

1. Animals are trained on the beam walking task 1 day before
injury.

2. Use only the 3 cm-wide beam for training [2].

3. Place the mouse at one end of the beam and start the timer.
During training, all mice should be able to cross the beam
with ease.

4. Allow each mouse 30 s to cross the beam.

5. Once the mouse has reached the other side, return it to its
home cage.

6. Thoroughly clean the beam between each mouse.

Testing

1. Testing consists of one trial on each of the four beams in order
of decreasing size followed by one trial on the circular rod.

2. Place the mouse at one end of the beam or rod and start the
timer.

3. Allow the mouse 30 s to cross each beam.

4. If the mouse inverts beneath the beam or rod, the mouse is
righted and allowed to continue until 30 s have elapsed.

5. If the mouse falls off the beam or rod, the trial is terminated.

6. Record score for each mouse based on 14 point scale described
below.

7. After each trial, return mouse to home cage and clean beam
or rod.

8. Perform trial with remaining mice in the cohort before begin-
ning testing on the next beam or rod, allowing mice to rest
between trials.

Neurologic Severity Rating Scale

Each mouse can receive a maximum of 14 points. Each beam has a
maximum of 3 points. A mouse receives 3 points if it successfully
crosses the beams with normal forelimb and hindlimb position,
2 points if it successfully crosses the beam but exhibits one or
more footfall, 1 point for crossing despite inverting beneath the
beam, and 0 points if it fails to cross or falls off the beam. The rod
has a maximum of 2 points. A mouse receives 2 points for success-
fully crossing the rod, 1 point for crossing despite inverting more
than three times, and 0 points for failing to cross the rod or falling
off the rod.
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3.4 Notes

3.4.1 Advantages

The beam walking task is one of the easier vestibulomotor tasks to
utilize due to its simplicity and low cost. All parts can be manufac-
tured in the lab, and each animal only takes about 5 min to perform
the entire set of tasks. Compared to the rotarod task, the beam
walking task is a better measurement for motor coordination,
whereas with rotarod, it can be difficult to determine whether a
rodent’s performance is due to motor coordination or to endur-
ance. Beam walking measures can incorporate how quickly the task
is performed as well as the quality or characteristics of movement,
whereas rotarod only measures whether the task was performed
[29]. The beam walking test can be administered at multiple time
points to assess recovery of function as performance on this test is
less affected by motor learning than on the rotarod. The beam
walking test is particularly effective in brain injury models because
it is sensitive to most injury severities, injury lateralization, and
pharmacologic manipulation in both mice and rats [6].

3.4.2 Disadvantages While this test is cheap and easy to utilize, its measures are only
semiquantitative. Therefore the beam walking task can have low
inter-rater reliability. If the test is evaluated manually at the time of
the animal’s performance, a foot slip can be missed and experimen-
ters can vary in scoring. The beam walking task, while sensitive to
moderate and severe injury severity, is not particularly sensitive to
mild TBI. With mild TBI, an injury effect is often not detected
[30]. Another disadvantage is that this test is very sensitive to
animal size, as size can affect balance in this test.

3.4.3 Potential Problems A lack of motivation to walk on the beams can confound assessment
of motor impairment. If a mouse sits in one place or turns back
toward the starting point, it is acceptable to gently nudge the
animal with a rod or pen until it begins to move toward the
opposite side. To aide in motivating the animal to cross the beam,
the subject’s home cage can be placed at the end of the beams
[26, 27]. Alternatively, a bright light above the starting point can
be employed as an aversive stimulus and a dark box can be placed at
the end of the beams as an escape [15, 31]. Nesting material can be
placed in the escape box to reduce the animal’s anxiety
[15, 31]. White noise can be implemented as an aversive stimulus
to motivate mice to cross the beam as well. In this case, an escape
box should be placed at the end of the beam and the white noise
should be turned off whenever the mouse is in the box, to associate
the inside of the box with silence [5].

Issues with standardizing what counts as a foot fall
(e.g. dragging foot during entire step cycle vs. slipping for a brief
moment) can be solved by video-taping the trials to allow for later
confirmation of scoring [15, 25, 27].
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3.4.4 Adaptations The beam walking task consists of many components that can be
modified to be more relevant to different studies. Rather than using
a series of increasingly difficult (more narrow) beams, some experi-
menters choose to evaluate animals on only one beam over several
trials and/or time points to measure recovery over time. Ouyang
and colleagues used a 1 m long beam that was only 6 mm wide,
performing three trials a day, at 1, 3, 7, 9, 11, 14, and 16 days post-
injury [15]. Bolton Hall and associates modified their protocol by
only using the smallest beam and the rod in order to enhance
sensitivity for detection of deficits after repeated mild TBI
[2]. Some use a single tapered beam, which incorporates the con-
cept of increasing difficulty in a one-beam test. Simon-O’Brien and
collegues [27], for example, utilized a 165 cm long, tapered beam
for four trials a day at 2, 5, and 7 days post-injury. In this study,
performance was scored by calculating the percentage of hindlimb
faults as the number of foot faults divided by the total number of
steps and multiplied by 100.

There are several ways to evaluate the performance of animals in
the beam walking test. Like the protocol described above, the beam
walking test can be used as a modified NNS with a point scaling
system. Schoch and colleagues [19] utilized a 14 point scale, like
Pleasant et al. [28]. Madathil et al. [16] increased the sensitivity of
the NSS by expanding Pleasant’s scale [28] to a scale with a maxi-
mum of 18 points, due to the increased manifestation of motor
deficits with their severe model of TBI. In this modified scale, with
a maximum of 4 points per beam, 3 points were given to mice with
either a forelimb or hindlimb fault, whereas only 2 points were
rewarded if the subject had both a forelimb and a hindlimb fault.
In this way, smaller differences in movement can be detected and
accounted for in the scoring. An adaptation to the scoring method
of a point scale is that performance on the beam walking task can be
evaluated by measuring latency to cross the beam [31, 32] or
percent foot slips from the total number of steps taken [27, 33],
so as to allow the assessment to be more quantitative and therefore
more accurate.

4 Rotarod

The rotarod test was first developed by Dunham and Miya in 1957
[34], and was modified by Hamm et al. to evaluate deficits follow-
ing injury [30]. This test is used to evaluate coordinated motor
function and is particularly sensitive and reliable in the assessment
of therapeutic intervention and neurodegenerative disease models
[5, 35]. Brain-injured animals tend to fall off the rotating rod
earlier than uninjured animals.
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4.1 Animals

and Injury

The rotarod task has been evaluated in both rats [30, 36, 35] and
mice [33, 37, 38]. Rotarod has been used in fluid percussion
[30, 38], weight drop [39], impact acceleration [40], closed head
injury [41], and controlled cortical impact (CCI) [33] models of
experimental traumatic brain injury at the mild, moderate, and
severe levels [6, 26, 42]. The rat rotarod protocol presented in
this chapter is modified from Rozas et al. [36].

4.2 Materials 1. Rotamex-5 apparatus or equivalent rotarod apparatus
(e.g. Panlab or San Diego Instruments).

2. Standard PC computer for system software.

Rat/Mouse Rotarod Apparatus
The Rotamex-5 rotarod apparatus and software (Columbus Instru-
ments, Columbus, Ohio) consists of a metal frame with a motor-
ized, rotating solid axle, 7.0 cm in diameter for rats or 3.0 cm in
diameter for mice, covered with a rubberized material to aide in
gripping. The axle sits 44.5 cm from the bottom of the box. Large
Plexiglas disks separate each of four lanes (9.5 cm wide) to allow for
more than one animal to be tested at a time. The rotational speed of
the axle is controlled by system software that requires a standard
PC, with a speed range of 0–99.9 rpm and accelerations ranging
from 0.1 rpm to 20 rpm per second. Infrared beams are used to
detect when a subject has fallen from the rotarod or spins around
on the rod for one full rotation without attempting to walk. When
the subject has fallen, the system logs this as the end of the experi-
ment for that subject. The system records the total time running on
the rotarod and the current rotational speed at the time of the
subject’s fall.

4.3 Working Protocol Training/Acclimation

1. Animals are trained on the rotarod, individually or up to
four animals per trial, for a total of ten trials over 2 consecutive
days prior to or after injury, with five trials a day, before testing
trials begin.

2. Set the rotarod to increase in velocity by 2 rotations per minute
(rpm) every 18 s, with a maximum speed of 30 rpm. Start the
rotarod rotating at 9 rpm and place the rat(s) on the rotarod
facing the direction opposing the rotation.

3. Begin the trial and allow the animal(s) to remain on the device
for a maximum of 300 s per trial or until all animals have fallen.

4. The latency for each animal to fall off the rotarod and the speed
at the time of the subject’s fall is recorded by the software.

5. Remove the animal(s) and place back into home cage until next
trial.
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6. Allow a resting period of at least 10 min between trials for each
animal.

7. Clean the entire apparatus with a cleaning solution after every
trial.

Testing

1. Testing consists of three trials over one day. Testing can be
repeated on multiple days after injury. If animals are to be
tested at several chronic timepoints after TBI, both days of
training can be repeated at each time point, with five trials per
day, on the two days before testing is done.

2. Set the rotarod to start rotating at 5 rpm and to increase the
speed by 2 rpm every 18 s until it reaches a maximum speed of
30 rpm.

3. Start the rotarod and place the animal(s) on the rotarod facing
the direction opposing rotation of the rod.

4. Begin the trial and allow the animal(s) to remain on the rotarod
for 300 s per trial or until all animals have fallen.

5. Replace the subject(s) back into home cage.

6. Allow a resting period of at least 10 min between trials for each
animal.

7. Clean the entire apparatus with a cleaning solution after every
trial.

4.4 Notes

4.4.1 Advantages

The rotarod task measures features of motor dysfunction that are
not assessed by many other vestibular tasks in TBI animal models.
In a comparative study of performances on the beam balancing
task, the beam walking task, and the rotarod task in rats with mild
or moderate TBI, the rotarod task was able to detect motor
impairment induced by both mild and moderate levels of TBI,
whereas the other tasks were only sensitive to dysfunction induced
by moderate TBI [30]. Rotarod is even sensitive enough to distin-
guish effects of single and repeated mild TBI [43]. In addition,
Hamm et al. showed that the rotarod task continued to detect
motor deficits after brain-injured rats had recovered normal func-
tion in beam walking and beam balancing tests, concluding that the
rotarod measures different or additional aspects of motor deficit
not assessed by beam balance or beam walking [30]. Due to the
component of learning involved in the rotarod task, TBI-induced
dysfunction can be detected on the rotarod at timepoints up to
11 weeks post-injury in rats with moderate TBI [44]. Furthermore,
vestibulomotor tests such as rotarod can detect the benefit of
therapeutic interventions in clinically relevant models of TBI
[5]. The rotarod test can be easily modified to better meet the
requirements of the researchers and to be more relevant to a partic-
ular study, as described in the Adaptations section (Sect. 4.4.4).
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4.4.2 Disadvantages The rotarod task incorporates a component of learning across trials
that can confound conclusions about motor deficits or motor
improvement over time in models of TBI. As a result, it can be
difficult to determine whether improvement in rotarod performance
is due to inherent learning on the rotarod task or recovery of motor
function or therapeutic efficacy [45]. A way to attenuate this issue is
to utilize longer training periods in order to reach a stable baseline.
O’Connor et al. showed that following 5 days of pre-injury training
with two trials a day, test performance of sham rats was stable, while
rats with TBI showed improvement over time after their initial injury
deficit [45]. However, Yang et al. showed that after 5 days of
pre-injury and 5 days post-injury training, with three trials each
day, mice with mild TBI, as well as shams, exhibited increased
rotarod latencies during testing [46]. This suggests the importance
of optimizing the amount of rotarod training prior to using the test
for a specific study, as the species, genotype or specific rotarod para-
meters could affect the magnitude of inherent learning in this task.

4.4.3 Potential Problems In some cases, animals may learn that it is safe to jump down to the
platform below rather than remaining on the rotating axle. This can
cause a subject’s performance on the rotarod to appear worse
because its latencies are cut short. The use of aversion, for example,
by incorporating an electrical stimulus in the floor of the rotarod, is
one way to attenuate this problem [36].

Another issue arises when subjects become accustomed to a
certain speed and are comfortable moving around on the axle. If
there is space on either side of the animal in the testing lane, it may
decide to turn around and face the wrong direction on the axle,
causing the animal to fall more quickly to the floor, again
shortening latencies on the rotarod. However, using a rotarod
apparatus with adjustable Plexiglas disks to customize the lane
width can prevent the subject from turning around.

4.4.4 Adaptations The rotarod task consists of many components that can be modified
to be more relevant to any individual study. Shiotsuki and collea-
gues chose to modify the rotarod task in an attempt to evaluate
motor learning skills selectively, rather than maximal gait perfor-
mance, by having a nonaccelerating, wider axle with a hard surface
which was difficult for mice to grip [47]. Their results showed that
daily latencies on test day were four times those of the first training
day of with the modified protocol, whereas latencies only increased
1.5-fold with the typical accelerating protocol. This is also shown
by O’Connor et al. and Yan et al. [45, 48]. Hamm et al. used an
assembly of rods, arranged in a cylindrical fashion, rather than a
solid axle, so as to increase test sensitivity by incorporating grip
strength, which also decreases with TBI [30]. Altering the number
of trials and the amount of resting time between trials is just one
more adaptation to the rotarod test [38].
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The speed and type of rotation can also affect performance on
the rotarod test. Im et al. utilized both a constant velocity rotarod
task and a constant acceleration paradigm over several timepoints to
study motor skill development after neonatal brain injury
[37]. However, when maximum sensitivity is required to detect
small changes, such as when measuring treatment-derived recovery,
an incremental increase in rotational speed may be more appropri-
ate than constant acceleration [45, 48]. On the other hand, the
constant acceleration rotarod may be more suitable in studies eval-
uating the magnitude or extent of impairment [35].

Acclimation of study animals to the rotarod prior to testing can
be helpful in teaching the animals to remain on the rod [49]. For
example, Shiotsuki and colleagues habituated the animals to stay on
the stationary rod for 3 min prior to testing [47]. Alternatively, a
short stationary period of 10 s can be incorporated into the begin-
ning of each testing trial [30].

Animals are shown to improve throughout rotarod testing due
to the test’s component of learning [30]. Incorporation of pre-
training into the protocol to determine a stable baseline can remove
the need for inclusion of a control (uninjured) group and can also
eliminate the confounding variable of intrinsic learning of rodents
on the rotarod. Rustay et al. found that once performance stabilizes
with training, basal ability remains consistent over repeated ses-
sions, whereas no training over repeated sessions could lead to
longer latencies during testing due to learning, rather than drug
treatment or other intervention [50]. Thus, when using rotarod in
TBI studies, establishing a baseline performance through pretrain-
ing can allow better isolation of posttraumatic motoric improve-
ments from inherent learning.

Data reporting and analysis can be done in several ways for the
rotarod test. When testing animals over multiple trials, the most
common method is to report the group mean for latency to fall
and/or final speed, calculated from daily means for all the trials per
day for each animal [30, 37, 42, 47]. Because trial latencies even
within a given animal can be variable (See Potential Problems, Sect.
4.4.3), trial extremes are sometimes omitted prior to calculation of
daily means. For example, Srodulski and colleagues tested rats on
the rotarod a total of four times per day over 5 days, but chose to
discard each animal’s shortest performance and calculated the aver-
age of the other three [49]. Scherbel et al. removed both the
shortest and longest of four trials [51]. Baseline performance
achieved through pretraining can be incorporated into data analy-
sis. Rather than reporting the average latency to fall, Scherbel et al.
calculated postinjury latencies for each animal as a percentage of
their respective pre-injury baseline [51]. This can be useful when
experimental groups have differing initial abilities due to factors
such as sex, body weight, or genotype.
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Chapter 10

Pre-Procedural Considerations and Post-Procedural Care
for Animal Models with Experimental Traumatic Brain Injury

Mary A. Robinson, Samer M. Jaber, Stacey L. Piotrowski,
and Thomas H. Gomez

Abstract

In vivo models of traumatic brain injury (TBI) are powerful means of examining the progression and
sequelae after neurologic injury at the cellular and molecular level. Drafting the animal use protocol,
acquiring animals, and preparing the animals for the procedure must be considered in advance of the
start of the actual study. The provision of supportive care in the post-procedure period cannot be over-
looked as a critical component of experimental success. This chapter introduces these topics to the
researcher studying TBI in animal models.

Key words Animal welfare, Animal use protocol, Traumatic brain injury, Experimental models,
Support, Assessments

1 Introduction

Animal models of TBI allow for the study of the biochemical,
cellular, and molecular events after TBI, which often cannot be
evaluated in human patients in the clinical setting [1]. Additionally,
outcomes of behavior, learning, and memory tests with these mod-
els offer insight into the cognitive and behavioral effects of the
injury. A thoughtfully chosen animal model combined with careful
pre-injury planning and attentive post-procedural care contributes
to overall success with these studies. The beginning of this chapter
provides information to guide the researcher during the planning
and pre-procedural stages of an animal study of TBI. The second
section outlines materials and methods for supportive care after the
TBI procedure to facilitate animal recovery.
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2 Pre-procedural Considerations

2.1 Animal Use

Protocol and IACUC

Approval

Once an appropriate animal model of TBI has been chosen, the
next step is to submit an animal use protocol (AUP) for review by
the Institutional Animal Care and Use Committee (IACUC). The
IACUC is charged with confirming that the protocol is consistent
with federal law [2] to the extent to which it applies to the particu-
lar project [3] and the provisions in the Guide for the Care and Use
of Laboratory Animals [4]. A description of the procedure(s) to be
performed, species and strain(s) to be used, timeline, justification
for the use of and the number of animals requested, plus other
information as specified on the individual institution’s AUP, should
be stated in clear, concise language. Both experimental and humane
endpoints should be clearly defined in the AUP. Experimental end-
points are defined as the times at which scientific aims and objec-
tives have been reached [4]. Alternative endpoints, called humane
endpoints, are criteria used to remove an animal from the study
earlier in order to preempt or end unrelieved pain, discomfort, or
distress [5, 6]. Due to the potential for pain and distress with all
models of TBI, humane endpoints should be incorporated into the
AUP. A literature search using keywords that are specific for the
type of procedure may reveal refinements that could mitigate pain
and distress, or replacements for the use of live animals for certain
aspects of the study. Such a search is required for AUPs involving
species that are covered by the Animal Welfare Act [2], such as
swine, and is recommended for AUPs that involve non-USDA
covered species, such as mice and rats. Guidance on any aspect of
the AUP should be sought from experienced researchers, veterinar-
ians, or the IACUC office staff. In all cases, the AUP with complete
and accurate descriptions of the studies must be approved by the
IACUC before any animal work commences.

2.2 Staff Training Proper training of the researcher performing the procedure(s) is
essential for the success of the study [5]. The principal investigator,
laboratory manager, or other personnel in a supervisory capacity
should ensure that research staff at all levels are knowledgeable and
have the required skill set to perform the tasks associated with the
project [4]. The experience level of each staff member should be
assessed to identify areas in which training is needed with regard to
the particular animal model. All research staff should have basic
animal research methodology training in the areas of animal
restraint, identification methods, administration of injections, and
identification of and monitoring for pain and distress. Often, train-
ing in basic animal handling and methodology is available from the
animal care resource veterinary staff or training specialist. Those
who will conduct the surgical portion of the experiment should
have in-depth, hands-on training for the specific type of surgery.
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A tiered approach to training allows the animal surgeon to gain
familiarity with the procedure through the following steps. Utiliz-
ing carcasses as a first step acquaints the researcher with the anat-
omy of the surgical area and general flow of the procedure.
Progressing to performing nonsurvival surgery provides the
surgeon-in-training with realistic physiological responses to tissue
manipulation without the added challenge of survivability. Once
some expertise has been gained, the researcher progresses to a
survival procedure under supervision of an experienced animal
surgeon. A laboratory member who has successfully performed
the procedure previously is often the best resource for training
new staff in specific surgical methods. Although some basic animal
care and use training can be found online (CITI Program, AALAS),
electronic resources cannot adequately substitute for hands-on
learning.

Both the research team and animal care staff must work
together to enhance animal welfare during the course of the project
[5]. Communication is critical so that all personnel involved have a
similar understanding of the impact the study will have on the
animals’ health and well-being. Some institutions request that the
research group meet with individuals from the veterinary and ani-
mal care staff to review study goals, predict animal welfare issues,
and discuss other specifics about the study. If special care such as a
softened diet or a padded cage must be provided post-procedure,
the researchers should make these arrangements with animal care
and veterinary personnel before the study begins. In some cases,
husbandry care that is usually provided by the animal care staff may
instead be handled by the researcher, which should be discussed
with the animal care staff or veterinarian in advance [5]. In general,
providing information regarding post-procedural care in a written
format in addition to any verbal communication is helpful to the
animal care and veterinary staff. In situations where both animal
care and research staff play a role in providing husbandry care,
clearly defined procedures for each group and good documentation
of completed duties is important to ensure appropriate support of
animals [5]. The research staff should provide contact information
for the responsible laboratory member(s) as animal health concerns
could be found after working hours or on weekends by animal care
staff on duty. Posting contact names and phone numbers in a
prominent location near or in the animals’ housing room facilitates
rapid notification of the research staff of any significant issues.

2.3 Animal

Acclimation

and Quarantine

Newly arrived animals should be given time to adjust to their new
housing environment and caretakers before the TBI procedure
[7, 8]. Studies have shown that noise [9], vibration [10, 11],
inhalation of particulate matter such as from exhaust fumes [12],
changes in housing conditions [13, 14], and temperature [11] alter
both animal physiology and behavior. The act of transportation
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itself was found to increase anxiety behaviors in control rats in a
study of blast TBI [15], highlighting the direct effect of transpor-
tation stress in these models. The acclimation period allows for the
stabilization of the animal’s physiologic and behavioral parameters
before the introduction of the stress of the procedure. Several
factors should be considered when determining the length of the
acclimation period, including type and duration of transport, the
species, the complexity and clinical consequences of the procedure,
and any preexisting health conditions, such as in some genetically
modified (GM) models [4]. Although recommendations for the
length of the acclimation and stabilization period vary by institu-
tion, the minimum is generally considered to be 2–3 days for
rodent species and 5–7 days for swine [8, 16, 17]. During this
time, animals should be observed for appropriate food and water
intake and normal elimination levels.

In addition to animal acclimation, facilities may require the
newly arrived animals to be initially quarantined from the general
population of animals [18] to protect in-house colonies from the
inadvertent introduction of pathogens. The quarantine program
may include use of specific personal protective equipment (PPE),
restricted access to the animals for research staff, and pathogen
testing of animals [4]. The length and nature of the quarantine
program is determined by the veterinarian at each institution or
facility. Although information from the sending institution or ven-
dor often enables the veterinarian to determine the likely health
status of incoming animals, stress from transportation may cause
recrudescence of undetected, subclinical infections [4]. Awareness
of the facility’s quarantine program on the part of the researcher
allows for appropriate scheduling of procedures and prevents unan-
ticipated delay to the start of the study while awaiting the comple-
tion of the quarantine period [8, 19].

The end of quarantine or facility acclimation may be an appro-
priate time to begin training phases for certain behavioral tasks that
might be required of the animals after the injury procedure. This
can include tests that evaluate learning and memory, locomotion,
or affective state. Training can also include acclimation to certain
restraint devices, such as body slings for swine or restraint tubes or
cones for rodents.

2.4 Animal Health/

Condition

Rodents used in TBI research are generally obtained from commer-
cial vendors. Reputable sources can be found on the internet,
through the animal care department, from collaborators, and in
the Laboratory Animal Science Buyer’s Guide (www.
laboratoryanimalssciencebuyersguide.com). These vendors offer
specific-pathogen-free rodents from stocks and strains that rou-
tinely undergo genetic monitoring. Using such well-defined ani-
mals in TBI research mitigates concerns associated with
intersubject variability due to genetic changes [20]. The use of
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GM animals, particularly mice, permits exploration of specific
molecular pathways in TBI [21]. The general health of GM strains
should be assessed prior to injury as undetected health or mobility
issues can affect post-injury evaluations [5].

Pre-procedural evaluation of swine prior to experimental TBI is
important to rule out confounding spontaneous disease conditions.
Central nervous system disease may be infectious, congenital, or
secondary to water deprivation or sodium ion intoxication
[22, 23]. Nonneurological disease may also impact the ability to
use swine as experimental TBI models. Cardiac or respiratory dis-
eases may render swine unacceptable anesthetic candidates [24],
and musculoskeletal disorders may interfere with behavioral assays
that have outcomes dependent on locomotion [25, 26].

2.5 Fasting/

Withholding of Water

Withholding food from certain species of animals prior to anes-
thetic events is common practice in veterinary medicine to prevent
aspiration pneumonia secondary to passive regurgitation of stom-
ach contents [27]. Mice and rats do not require fasting as these
species lack the ability to vomit [28]. Fasting adult pigs for experi-
mental TBI procedures is usually not required for longer than
6–8 h. This timeframe is sufficient to empty gastric contents and
mitigate post-anesthetic or analgesic-induced vomiting
[17]. Although vomiting after head injury may be a common
finding in human TBI cases [29], the authors have rarely witnessed
this after experimental TBI in swine. Due to the risk of hypoglyce-
mia, pediatric swine may not be fasted at all, especially in the
neonatal period when metabolic alterations can be most profound
[30]. Presumably, most patients experiencing traumatic brain
injury events do so while euglycemic; therefore, research models
should approximate those homeostatic conditions as closely as
possible. The shifts in metabolic pathways that occur during hypo-
glycemia in pigs [31] may confound outcomes during cerebral
injury [32]. One example is the increase in ketones seen during
episodes of hypoglycemia. Ketones may have neuroprotective
effects and feeding of ketogenic diets have been shown to decrease
lesion volume in rodents after experimental TBI [33] and fasting
induced hypoglycemia has been shown to improve outcomes in
neonatal rats [34]. More complete reviews of the neuroprotective
effects of cerebral ketone metabolism are available in the literature
[35–38]. Due to the risk of dehydration and associated hypovole-
mia [39], withholding of water prior to experimental TBI in any
species is not recommended.

2.6 Sample

Checklists

Ensuring that all elements of the study are considered and that the
researcher is prepared to perform animal procedures requires
strong attention to detail. The PREPARE Guidelines Checklist
offers an organizational tool to guide the researcher during the
planning stage [40]. This checklist is divided into three sections:
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(1) formulation of the study, (2) dialogue between scientists and
the animal facility, and (3) quality control of the components in the
study. The first section introduces points to consider during the
development of the study and subsequent creation of the AUP. The
second section speaks to communication between the researcher
and animal facility personnel as an important facet of the prepara-
tion before initiation of the study. The third section delineates
broad areas that require a certain amount of management to reduce
their intrinsic variability and thus promote a more reliable preclini-
cal model. The PREPARE Guidelines Checklist are considered to
be dynamic and subject to evolving to align with published best
practices in animal research.

Adhering to a simple pre-procedural checklist will assist in
reducing inconsistent practices among laboratory members and
aid in making preparation for the procedures a straightforward
process. Components of the checklist should include drugs and
supplies needed for the procedure as well as items for supportive
care of animals after the procedure. A sample checklist is in Fig. 1.

Fig. 1 Sample pre-procedural checklist
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3 Surgical Recovery

3.1 Anesthetic

Recovery

Experimental animals should be monitored post-procedure, with
careful observation until fully recovered. An animal is considered to
be fully recovered if it is able to normally ambulate in its enclosure.
If inhalant anesthesia is used, recovery usually occurs rapidly, as the
inhalant anesthesia is naturally reversed via normal respirations. If
intraperitoneal injectable anesthesia is utilized in rodents, recovery
may be prolonged, particularly if repeated doses of the injectable
anesthesia are administered. Repeat bolus dosing can also lead to
increased mortality in rodents [41]. The use of total intravenous
anesthesia in swine during brain injury procedures is possible, and
sometimes desirable, to mitigate hypotension caused by isoflurane.
This is especially true for prolonged procedures where invasive
neuromonitoring is used and intracranial pressure (ICP) or cerebral
blood flow are measured outcomes [42, 43].

Recovery time from injectable anesthesia can be shortened with
reversal agents. The appropriate reversal agent and dose will be
dictated by the anesthesic regimen. For example, atipamezole can
be used to reverse the anesthetic effects of alpha-2 adrenergic recep-
tor agonists used in common veterinary anesthetic cocktails (e.g.,
ketamine-dexmedetomidine and ketamine-xylazine) [44–46]. Anes-
thetic and reversal regimens should be developed with the aid of
veterinary staff andmust be listed in the approved AUP. If recovery is
prolonged, the animal can be rotated between left-side and right-side
recumbency at regular intervals (e.g., every 10–15 min) in order to
improve respirations and help shorten recovery time.

3.2 Support Timely and smooth recovery can also be facilitated through the use
of various support mechanisms. Animals should be singly housed
during the anesthesia recovery period in order to prevent injury
from conspecifics. A recovery surface should be provided, and this
surface should be free of standard bedding material (e.g., wood
chips or paper squares) as small particles can potentially obstruct
respirations or be ingested during the recovery period [47]. An
empty cage or a cage with bedding material covered with padding
or paper that can be removed once the animal is fully recovered are
examples of appropriate recovery cages. Padded stanchions or pad-
ded caging may be used for swine after experimental TBI. Pigs
should not be returned to enclosures with smooth or wet floors,
as this may lead to musculoskeletal injuries due to hyperabduction
of the pelvic limbs. Thoracic harnesses that do not put pressure on
the neck, such as those designed for dogs, can be used to stabilize
piglets while they recover. In the authors’ experience, this is useful
to prevent injury in piglets<10 kg that are not accustomed to close
human contact or being manually restrained. In rare circumstances,
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a mild sedative (such as low dose acepromazine or dexmedetomi-
dine) may be used to calm dysphoric or disoriented swine that are in
danger of harming themselves or staff. During the recovery, swine
may vocalize loudly; if this is sustained for more than a brief period,
the animal should be administered an appropriate analgesic or
sedative as approved on the AUP or recommended by the
veterinarian.

Thermal support should be provided as needed during the
recovery period. Supplemental heating sources may be used to
prevent hypothermia [48] and facilitate anesthetic recovery. Heat-
ing sources should provide gentle, constant warmth. Direct or close
contact of the animal with the source should be avoided. Preferred
heating sources include forced-air warming systems, recirculating
water pads, or warming lamps. Recirculating water pads should be
insulated and placed under the recovery cage, containing bedding
or padding, to prevent direct exposure of the animal to the heat
source. Electric heating blankets are not recommended as they can
easily cause thermal burns and injury. Warming lamps and forced-
air warming systems must be placed at a distance that provides
gentle heat at the cage level in order to prevent burns or over-
heating of animals.

Hypothermia has been used therapeutically to mitigate adverse
outcomes after TBI [49] and should be avoided unless the effects of
hypothermia are accounted for in the study design. Conversely,
hyperthermia has been associated with negative outcomes after
TBI [50], thus body temperature should be monitored to prevent
unnecessary or excessive warming of the animal.

Intensive care unit (ICU) caging can also be utilized to provide
both thermal support and oxygen supplementation. Oxygen sup-
plementation can also be provided via other methods including a
facemask or flow-by supply near the recovering animal. Animal
models of diffuse axonal injury may experience periods of apnea
[51, 52]. Ventilatory support is recommended in survival models in
order to maintain proper oxygenation and normocarbia. Ventila-
tory parameters, such as respiratory rate and tidal volume, should
be tailored to maintain an end-tidal carbon dioxide partial pressure
of 35–45 mmHg. Generally, animals can be extubated when they
regain the gag reflex and the ability to chew and swallow, have a
sustained head lift, and are able to maintain SpO2 above 92%. A
laryngoscope and appropriately sized endotracheal tube should be
available until the animal is ambulatory and fully recovered in the
event re-intubation is required.

Based on the nature and length of the procedure and the
incidence of any hemorrhaging, warmed subcutaneous or intraper-
itoneal fluids (in rodents) or intravenous fluids (in larger animals)
may be warranted to support proper hydration and blood volume
[47]. While fluid therapy is clearly important in the hypotensive
patient for maintenance of adequate cerebral perfusion pressure in
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the face of rising ICP, it is important to note that any procedural
complications resulting in hemorrhage may also require volume
replacement. Hemorrhage in combination with TBI can lead to
cerebral pathology not seen with TBI or hemorrhage alone, despite
normotensive conditions [53].

Prolonged recovery may also occur secondary to hypoglycemia,
especially in pediatric subjects as mentioned in the pre-procedural
section of this chapter. Monitoring blood glucose levels can be
advantageous for some animals where hypoglycemia is a high risk.
Supplementation with intravenous dextrose can be used to restore
euglycemia. It is also important to note that many anesthetic
agents, such as alpha-2 agonists and isoflurane, can affect blood
glucose levels [54, 55]. The potential confounding effect of various
anesthetics on blood glucose values in TBI models should be
considered during the planning phase of these experiments. Hyper-
glycemia has been shown to correlate with adverse outcomes in TBI
patients [56]. Severe injury models may be more prone to this
phenomenon than mild to moderate injury models.

3.3 Assessments Initial assessments of the animals can be performed during the
anesthetic recovery period. The likelihood of certain procedural
complications, such as skull fracture or neurological abnormalities,
is model-dependent. For example, skull fractures are not desirable
in models of sports-related TBI [1], thus animal subjects should be
examined post-procedure for this complication. In addition, dia-
stasis of the cranial sutures may be criteria for exclusion in some
rodent models [57]. Seizure activity can be seen in the acute phase
[58] and can be treated with antiepileptic medications (e.g., diaze-
pam or levetiracetam), if not contraindicated by the study design.
Seizure activity may go unnoticed or may be masked by the residual
effects of anesthetic agents. Posttraumatic epilepsy in animals can
develop soon after the traumatic procedure or as part of a long-
term syndrome [59].

Surgical incisions should be observed regularly by the
researcher to ensure that it remains intact and that hemostasis has
been achieved. Once an animal has become ambulatory, it can be
considered to be recovered and be returned to the home cage.

4 Short-Term Post-procedural Care (up to 48 h)

4.1 Support As pigs are very social species, isolation from conspecifics is not
recommended as a routine procedure, even after traumatic proce-
dures. Even brief exposure to social isolation, especially in younger
piglets, can induce central neuroendocrine and gene expression
changes consistent with moderate to severe stress that may affect
immune function [60]. Therefore, it is recommended that swine
have some auditory and visual contact with conspecifics at a
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minimum and are cohoused in socially compatible pairs or small
groups when possible. After the immediate anesthetic recovery
period, rodents should also be group housed to allow for normal
conspecific interactions and behavior.

The use of analgesics for pain control is based on the specific
TBI model and the measured experimental variables [61]. There is
evidence that some forms of analgesics, particularly nonsteroidal
anti-inflammatory drugs, may influence experimental outcomes
[62, 63]. Some studies have utilized local analgesics, such as bupi-
vicaine, at the incision site [64, 65] or injectable opioids such as
buprenorphine [66] to provide post-procedural pain control.
Buprenorphine, a partial opioid agonist, is commonly used to
mitigate pain after experimental TBI in swine [51, 67].Nonsteroidal
anti-inflammatory medications should be used with caution in
somemodels, as premedication with these agents prior to rotational
nonimpact TBI in piglets has been associated with the development
of subdural and subarachnoid hematoma and higher mortality prior
to experimental endpoint [68]. In the authors’ experience, topical
analgesics can also be applied at the surgical site to provide localized
incisional pain relief. The use or withholding of analgesics in TBI
studies should be discussed with veterinary staff. Studies in which
analgesics are withheld during a painful or stressful condition are
required to be classified as USDA Category E procedures for
USDA covered species, such as swine. The withholding of analge-
sics in this instance requires additional justification in the AUP [2].

Corticosteroids have been evaluated as a treatment in TBI,
namely to help reduce inflammatory responses. However, in the
face of currently available data on mortality rates and adverse out-
comes associated with their use, such as gastric ulceration and
infections, corticosteroids are contraindicated [69, 70].

Depending on the clinical condition of the animals after the
procedure, nutritional support may be offered. Rodents that may
be unable to reach food hoppers and water bottles due to their
postprocedural condition will benefit from supplementation with
commercially available specialized gel diets that support adequate
body condition and hydration [71]. Use of these specialized diets
should be discussed with veterinary and husbandry staff and be
indicated in the approved AUP.

Gastrointestinal health is important for animal models of TBI
to make a full recovery. This includes ensuring proper nutritional
support and the prevention of gastric erosion and ulceration. Gas-
trointestinal protectant agents, such as histamine-2 receptor
antagonists, proton pump inhibitors, and sucralfate may help alle-
viate abdominal discomfort and decrease incidence of gastric ero-
sions and ulceration after TBI. Gastrointestinal stasis has been
described in human TBI patients [72] and should be evaluated
when possible in animal models. Quality of appetite, abdominal
distension, normal sounds on auscultation, and fecal output can be
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assessed when considering treatment. Treatment with promotility
agents may be beneficial in the relief of these signs, if present.
Enteral nutrition is preferred for TBI patients and helps not only
with gastrointestinal health, but also with immune and metabolic
health [73]. Therefore, enteral feeding is recommended for TBI
models and should be started as soon as the animal’s condition
allows.

In addition to the use of intravenous crystalloid fluids as previ-
ously mentioned, the use of hyperosmotic agents, such as hyper-
tonic saline or mannitol, may benefit some animals with severely
increased ICP [70]. It is important that these treatments are con-
sidered during the planning phase of the experiments to adequately
address whether their use aligns with the goals of the study. Fre-
quently, a craniotomy/craniectomy is created during TBI model
induction. This allows for some expansion of the soft brain paren-
chyma and may help alleviate severe increases in ICP. Elevation of
the head at a 15–30� angle can be performed in sedated or coma-
tose patients to facilitate venous drainage from the head, aiding in
reduction of ICP. Any bending of the neck must be avoided if
employing this technique. [70].

Nearly 50% of human TBI patients have concomitant injuries,
ranging from spinal cord injuries to external injuries [74]. To repli-
cate these conditions, a variety of preclinical rodent models of TBI
and concomitant injuries have been utilized [75]. These models
usually result in more compromised animals and may require addi-
tional personnel training, support, and assessments than those out-
lined here. For example, studies involving TBI and long bone
injuries require perioperative antibiotics to avoid infection and
post-procedural analgesia to provide proper pain control
[76, 77]. Additional measures needed to provide adequate support
for these concomitant models should be discussed with veterinary
and husbandry staff.

4.2 Assessments A nonimpact, rapid inertial model of brain injury in swine has been
described (summarized in [51]) and is an established, clinically
relevant model of TBI. The apparatus used to rotate heads for
these models is attached to the animals via a custom-built bite
plate. With proper securing this should pose no problem, but laxity
in the attachment can cause disconjugated motion of the pig’s
mouth versus the apparatus, resulting in dental, lingual, or other
orofacial trauma. When using this type of device, a thorough oro-
facial examination should be performed to rule out injuries unre-
lated to the intended TBI that may complicate the disease model or
impact ability of the animal to humanely reach the intended
endpoint.

Neurological examination of swine can be challenging, but
gross deficits in ambulation and proprioception, responsiveness to
auditory or visual cues, and the presence of nystagmus, head tilt, or
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anisocoria can be used to help determine the suitability of an
individual animal to humanely reach their previously determined
study endpoint. In addition to neurological abnormalities from the
primary injury disrupting brain tissue, many neurological abnorm-
alities may be due to secondary injury after the trauma event,
including increased ICP, excitotoxicity, reactive oxygen species,
and inflammation [70].

Pain should be assessed at regular intervals in the immediate
post-procedural period, usually dependent on institutional policies
and monitoring regimens described in the AUP. Since rodents are a
prey species, recognizing and interpreting signs of pain can be
challenging for the inexperienced researcher [78]. Well-
characterized and widely utilized facial expression recognition
scales (grimace scales) are available for both mice [79] and rats
[80]. Similar scales have been developed and utilized in swine,
but are not as widely utilized in TBI models [81, 82]. Non-species-
specific indicators of pain, such as decreased food consumption,
decreased activity, decreased fecal and urine production, and
decreased body weight, can also be monitored [78]. Headaches
are common clinical sequelae to traumatic brain injury in people
[83]. Because large animal models are used to mimic the human
condition, it should be assumed that headaches are also common in
post-TBI animals. Signs of pain in swine may include listlessness,
bruxism, vocalization or avoidance of palpation relative to
non-surgical areas, and inappetence. Any indications of unexpected
pain should be addressed by administration of approved analgesics
listed in the AUP or after consultation with veterinary staff.

The surgical site should be monitored at least daily for signs of
seroma formation or infection. Signs that may warrant additional
veterinary medical attention include dehiscence, redness, swelling,
focal pain, and discharge, especially if the exudate is opaque or foul-
smelling.

Recordkeeping is extremely important, particularly in the early
period after a procedure has been performed. While many research-
ers keep records in their laboratory, recordkeeping at the cage level
for rodents can be a means of communication between researchers,
veterinary staff, and husbandry staff. Useful information includes
notations of which procedure has been performed and when any
analgesics or other treatments have been given. An example of a
cage card that can be utilized for rodent post-procedural monitor-
ing is provided in Fig. 2. For large animal species such as swine,
individual animal records should be maintained by veterinary or
research staff.
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5 Long-Term Post-procedural Care

Rodent models of TBI have typically focused on the pathophysiol-
ogy experimental outcomes for up to a month following injury.
Increasingly, studies have focused on pathology or effects of
delayed or extended therapeutics for up to a year after TBI
[84]. Accordingly, observation and support of injured animals
beyond the initial post-operative period is often warranted.
Although gross motor or cognitive deficits are not expected beyond

Fig. 2 Sample cage card for post-procedural documentation

Considerations and Care for TBI Animal Models 167



the initial recovery period, assessments should still be made regu-
larly between and during scheduled behavioral assays to verify that
experimental injuries or normal aging have not produced chronic
illness and that animals remain in good health.

Body weights may be obtained at weekly or other fixed intervals
to provide an assessment of general health, with rapid or progres-
sive weight loss being an indicator of underlying impairment or
disease. Weight assessments may be combined with or substituted
by measurement of overall body condition, particularly in cases
where loss of body weight may be masked by other changes (e.g.,
progressive weight gain in free-fed, adult male rats). Scoring sys-
tems for body condition have been developed for rodents and other
species [85, 86] and can provide a useful method of easily assessing
overall health status.

Other clinical signs may also be general indicators of progres-
sive disease and should be evaluated. These include abdominal
enlargement, progressive dermatitis, unkempt appearance,
hunched posture, and lethargy or decreased response to stimulation
[87]. Humane endpoints should be defined in the AUP, along with
plans for therapeutic intervention or removal from the study and
euthanasia once the endpoints have been met. During long-term
care, the surgical site should be monitored for any signs of infection
or dehiscence. If nonresorbable sutures or wound clips were used
for superficial wound closure, these should be removed 7–14 days
after the procedure at the time of wound healing.
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Chapter 11

Laser Capture Microdissection of Single Cells, Cell
Populations, and Brain Regions Affected by Traumatic
Brain Injury

Harris A. Weisz, Deborah R. Boone, Stacy L. Sell, and Helen L. Hellmich

Abstract

Since its introduction, laser capture microdissection (LCM) methods have been extensively employed to
study cell-specific functions in complex, heterogeneous tissues composed of multiple cell types. Laser
capture microdissection is particularly suited to studies of the mammalian brain, which, because of its
heterogeneity, presents a major challenge in studies that attempt to correlate region or cell type-specific
function with distinct gene expression profiles. We have used LCM to study genomic changes in rat brain
after experimental traumatic brain injury (TBI). The use of LCM allows precise measures of TBI-induced
changes in gene expression in identified populations of brain cells and in anatomically distinct subregions of
the rat hippocampus. We have been able to study gene expression in specific populations of dying and
surviving hippocampal neurons after TBI and to detect circadian clock dysfunction in the suprachiasmatic
nucleus after TBI. We have also used LCM to study epigenetic changes following TBI, mediated in part by
small, noncoding microRNAs in different brain regions. We found strikingly different microRNAs are
expressed in laser-captured single neurons compared to laser-captured brain areas fromwhich they originate
and manually dissected brain areas, indicating the importance of this technology to the study of
TBI-induced changes in specific cell types.

Key words Laser capture microdissection, Traumatic brain injury, Hippocampus, Suprachiasmatic
nucleus, microRNA, Region-specific gene expression

1 Introduction

Molecular studies of the injured brain are limited by the lack of
effective methods to isolate specific cell types or cell populations.
Cell sorting methods are efficient at isolating specific cell types but
depend on cell-specific antibodies [1] and can only isolate a few cell
populations at a time. Therefore, manual dissection of defined brain
regions remains the standard in CNS studies. Here, we describe the
use of laser capture microdissection (LCM) techniques that enable
precise microdissection of single brain cells or defined regions of
the brain for studies of experimental traumatic brain injury.

Amit K. Srivastava and Charles S. Cox, Jr. (eds.), Pre-Clinical and Clinical Methods in Brain Trauma Research, Neuromethods,
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Following a brief overview, we will discuss the specific application of
LCM methods used in our laboratory to address critical questions
in the field of brain trauma research.

Since its development by Lance Liotta’s group at the National
Institutes of Health in 1996 [2, 3], LCM has been used in every
field of investigation, especially in cancer and brain research, to
study the molecular underpinnings of cell-specific or tissue-specific
function [4–15]. With the present focus on big data [13], LCM is a
powerful tool which is essential for the revolution in personalized
medicine [16, 17]. To allow interrogation of cell-specific function,
LCM can also be combined with other well-established histological
and immunohistochemistry methods to study cell- or tissue-
specific function [18–21]. Basically, the original method of LCM
involves using an infrared (IR) laser to capture single cells or
regions of cells onto a thermoplastic membrane (bonded to a cap)
from stained sections of tissues (prepared RNase free). Subse-
quently, the cells are lysed in appropriate buffers, and nucleic
acids (DNA, RNA) or proteins are isolated from the caps for
subsequent genomic [22–24] or proteomic analysis [4, 25,
26]. This technique is illustrated in our JoVE video article by
Boone et al., (https://www.ncbi.nlm.nih.gov/pubmed/
23603738) [27]. Another method of laser capture utilizes an ultra-
violet (UV) laser to cut the boundaries of cells or regions of interest
and transfer of those cells into a collection tube or capture onto the
thermoplastic membrane-coated cap. This LCM technique is illu-
strated in our second JoVE article by Weisz et al. (https://www.
ncbi.nlm.nih.gov/pubmed/28930995) [28].

Although manually microdissected regions of the brain such as
the hippocampus have been used for genome-wide transcriptional
profiling in the past [29], we now know that cell types in the brain
show cell- and brain area-specific patterns of expression [30]. Thus,
in our experience, we found that LCM is necessary to study the
transcriptional profile of distinct cell types in the brain [31].

Applications of LCM to research on the central nervous system
vary widely. Some examples include the use of LCM to determine
differences in TBI-induced changes in expression of GABA recep-
tor subunits in the hippocampus and thalamus [32], identification
of cell type-specific marker genes in the ventromedial hypothalamus
[23], transcriptome profiling of epileptogenesis in the rat amygdala
[33], determining how transplanted human bone marrow stem
cells alter the expression of Nogo-A (an inhibitor of axonal regen-
eration) in oligodendrocytes and affect axonal morphology [34],
transcriptional profiling of sprouting neurons in the somatosensory
cortex of young and aged rats after experimental stroke [35], gene
expression profiling of individual hypothalamic neurons in a rat
model of obesity [24], microarray analysis of pools of astrocytes
in a mouse model of amyotrophic lateral sclerosis [36], studies of
intron retention and splicing in hippocampal neurons of wild-type
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and human apoE knock-in mice [37] and studies of Bdnf and trkB
expression in rat spinal cord motor neurons [38]. LCM has also
been used to recover transplanted human microglial cells and com-
pare their gene expression to host glial cells [39].

There are several LCM systems that have been used in brain
research, for instance, the Leica [40], and PALM systems [41]. The
methods and discussion of LCM applications from our TBI studies
are confined to the two instruments that we use, the Arcturus
Pixcell IIe and Arcturus XT LCM systems (ThermoFisher). The
Arcturus XT that we use has also been used in other brain studies to
investigate the effects of breaching the blood brain barrier [42] and
to laser capture retrogradely labeled (with cholera toxin subunit B
conjugated to Alexa Fluor 488) phrenic motoneurons from rat
spinal cord for qPCR analysis of the effects of TrkB gene therapy
in a rat cervical spinal cord injury model [43].

Although some studies of cell death using LCM in the brain
had been reported within a few years since the introduction of this
technique [44] and LCM studies revealed the existence of large
differences in gene expression between subregions [22], our
research group were among the first to use LCM to study gene
expression in the rodent hippocampus after experimental TBI, and
specifically, to show that distinct subregions and adjacent glia
expressed different pro-survival and pro-death genes up to one year
after injury [45, 46]. These studies demonstrated that we were able
to precisely laser capture distinct subregions (CA1–CA3 pyramidal
layers, dentate gyrus, and glial cell layers) from the hippocampus
and show that the cell populations in each subregion have distinct
gene expression profiles that are differentially affected by TBI.
Figure 1 shows a clean capture of hippocampal pyramidal CA1,
CA2 and CA3 cell layers. We are able to laser capture individual
neurons by adjusting the spot size of the infrared laser (Fig. 2). We
were also able to use LCM to obtain neurons from the brain region
known as the suprachiasmatic nucleus (SCN) which functions as
the master circadian pacemaker in the body. We showed for the first

Fig. 1 Laser capture microdissection (LCM) of hippocampal CA1–CA3 pyramidal neuron layers. The before,
after, and cap images of the LCM swaths were taken using the Arcturus PixCell IIe LCM system
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time that TBI dysregulates expression of genes that generate daily
circadian rhythms in the SCN [47]. Laser capture of the SCN is
facilitated in part because it is an anatomically distinct bilateral
nucleus located above the optic chiasma (Fig. 3). A recent study
reported using LCM followed by mass spectrometry analysis to
compare the circadian profiles of amino acids in the SCN and
cerebral cortex with liver [48], showing that this method is also
applicable to metabolomic studies.

To facilitate studies of gene expression in specific neurons such
as dying, degenerating hippocampal neurons, we adapted Fluoro-
Jade staining protocols [49] to suit the requirements for laser
capture of single Fluoro-Jade-positive (FJþ) neurons. Using single
cell LCM of FJþ pyramidal neurons in the hippocampus, we were
the first to demonstrate, that TBI plus hemorrhagic hypotension
specifically suppressed expression of neuroprotective genes in
dying, FJþ neurons [50]. Figure 4 shows a clean capture of four

Fig. 2 Single cell laser capture microdissection (LCM) of three individual hippocampal CA1 pyramidal neurons.
The before, after and cap images of the single cell captures were taken using the Arcturus PixCell IIe LCM
system

Fig. 3 Laser capture microdissection (LCM) of neurons in the suprachiasmatic nucleus, the master circadian
pacemaker of the body. The before, after and cap images of the single cell captures were taken using the
Arcturus PixCell IIe LCM system
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degenerating (FJþ) pyramidal neurons from the CA3 subfield from
an injured rat hippocampus.

For over 14 years we have used LCM to delineate the molecular
underpinnings of TBI. This technique was instrumental in helping
us establish that two different drugs exerted their neuroprotective
effects after TBI on common gene targets and cell signaling path-
ways in hippocampal neurons [51]. By using LCM to collect pools
of dying and surviving hippocampal neurons for genome-wide
microarray and PCR array analysis, we have shown that prosurvival
gene expression is significantly decreased and prodeath gene
expression is significantly increased in dying neurons after TBI
[52, 53]. In our RNA interference studies, to examine the effects
of knocking down (using adeno-associated virus (AAV)-siRNA)
expression of neuronal nitric oxide synthase and glutathione
peroxidase-1, two genes involved in neurodegeneration and neu-
roprotection, respectively, in the injured rat brain, we used LCM to
capture AAV infected hippocampal neurons for genome-wide
microarray analysis [54].

Recently, we have been using LCM to study the effects of TBI
on expression of microRNAs (miRNAs) that negatively regulate the
expression of gene targets involved in the pathogenesis of TBI; we
showed that TBI-induced miRNAs suppress the expression of
hundreds of pro-survival gene targets in dying, FJþ hippocampal
neurons obtained by laser capture [55]. In this same study, we also
used the technique of in situ-hybridization-guided LCM [56] to
obtain dying, FJþ neurons that expressed miR-15b for microfluidic
qPCR analysis [55].

Fig. 4 Laser capture microdissection (LCM) of dying, Fluoro-Jade C-positive hippocampal CA3 pyramidal
neurons. The before, after and cap images of the four single cell captures were taken using the Arcturus
PixCell IIe LCM system. In the after image, dashed lines encircle the holes left by the infrared laser in the CA3
subfield
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2 Laser Capture Microdissection in Traumatic Brain Injury Research

2.1 Materials

2.1.1 Animals

Adult male Sprague-Dawley rats, 300–400 g are obtained from
vendor Charles Rivers Laboratories.

2.1.2 Tissue Preparation 1. CM 1850 cryostat (Leica, IL).

2. RNase Zap.

3. Superfrost microscope glass slides, uncharged.

4. Arcturus PEN membrane glass slides (Applied Biosystems,
CA).

5. Single-edge razor blades.

6. Disposable Vinyl Specimen Molds 25 mm � 20 mm � 5 mm.

7. Optimum Cutting Temperature “OCT” compound.

8. Disposable, low profile blades.

2.1.3 Staining of Brain

Tissue with Nissl Stain

and Fluoro-Jade C

1. Eliminase.

2. RNase Zap.

3. Cresyl Violet.

4. Fluoro-Jade C (Histo-Chem, AR).

5. ETOH/Xylene.

6. Staining dishes and racks.

7. Stericups 0.2 μm filters.

2.1.4 Laser Capture

Microdissection of Single,

Injured, FJþ Cells

and Hippocampal Regions

1. ArcturusXT Laser Capture Microdissection System (Applied
Biosystems, CA).

2. Arcturus CapSure Macro Caps (Applied Biosystems, CA).

3. Gene Amp (0.5 ml) thin walled reaction tube (Applied Biosys-
tems, CA).

4. Lysis buffer from RNAqueous Micro Kit (Ambion, TX).

2.1.5 RNA Isolation

and qPCR

1. miRVana RNA Isolation Kit (Ambion)—For whole tissue.

2. miScript Single Cell Kit (Qiagen)—for laser-captured single
cells and regions.

3. Roche Lightcycler 96.

2.2 Animal

Preparation

For TBI we use adult, male Sprague Dawley rats (300–400 � g,
Charles River Laboratories, Houston, TX). Rats are subjected to
experimental fluid percussion injury (FPI), as described in Shima-
mura et al., and Rojo et al., [45, 52]. In brief, animals are anesthe-
tized with 4% isoflurane in an anesthetic chamber, intubated, and
mechanically ventilated with 1.5–2.0% isoflurane in O2/room air
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(30:70) using a volume ventilator (NEMI Scientific: New England
Medical Instruments, Medway, MA). Rats are positioned in a ste-
reotaxic head holder, after which a midline incision of the skin is
performed and skull exposed. A craniotomy is performed lateral to
the sagittal suture, midway between lambda and bregma sutures
and the bone flap is removed exposing intact dura at the site. A
modified 20-gauge needle hub is secured over the craniotomy site
with cyanoacrylic adhesive and cemented in place with hygienic
dental acrylic. FPI is administered through a trauma device consist-
ing of a Plexiglas cylinder 60 cm long and 4.5 cm in diameter filled
with isotonic saline connected to a pressure transducer (Statham
PA856-100, Data Instruments, Acton, MA). The transducer is
connected to the rat by a plenum tube cemented to a craniotomy
trephined in the skull. TBI is induced when a 4.8-kg steel pendu-
lum struck the piston after being dropped from a variable height
that determines the intensity of injury. Pressure pulse recordings are
taken on a storage oscilloscope triggered photoelectrically by the
descent of the pendulum and are used to calibrate the injury
severity between animals. Animals receive a moderate-to-severe
injury (2.3 atm) and severity is assessed by the time it takes the
animal to right itself from a supine to prone position, otherwise
known as a righting reflex. At 24 h post-FPI (most of our data is
obtained from animals sacrificed at 24 h but other post-injury time
points are also studied in our laboratory) animals are anesthetized
with 4% isoflurane in an anesthetic chamber and sacrificed. Brains
are quickly removed and frozen on dry ice and stored at �80 �C
until used for LCM.

2.3 Sectioning

for Laser Capture

Microdissection

Before LCM of tissue to be used for transcriptional analysis it is
imperative that all surfaces be thoroughly cleaned with an RNase
eliminating detergent (Eliminase, RNase-Zap) to reduce the risk of
RNA degradation. This includes the areas used for staining, sec-
tioning, and around the LCM device as well as all dishware. First,
we retrieve excised brains from storage and place into a cryostat
(CM 1850, Leica) to equilibrate to �20 �C. After equilibration
(about 10 min) the brain is placed ventral side up on a gauze sheet
on the cryostat stage. Using a clean, RNase-free razor blade, we
separate the posterior portion just rostral to the cerebellum (can be
saved or discarded) and the portion just anterior to the optic
chiasm. The anterior portion contains two brain regions of interest,
frontal cortex and nucleus accumbens, and the other portion con-
tains the hippocampus and suprachiasmatic nucleus. A small
amount of optimal cutting temperature (OCT) medium is placed
into two separate cryomolds. The brain containing the frontal
association cortex and nucleus accumbens core is then placed ante-
rior side down into the OCT medium and more OCT is added to
completely cover the tissue. We then repeat this step with the brain
tissue containing the hippocampus (HP) and suprachiasmatic

Laser Capture Microdissection of Single Cells, Cell Populations, and Brain. . . 179



nucleus (SCN), placing the tissue anterior side as well and covering
with OCT. The OCT medium should completely freeze after
approximately 20 min inside the cryostat at �20 �C.

Once frozen, a mounting head can then be placed onto the
cryomold with a small amount of OCT and secured to the head
attachment of the cryostat. The angle of the mounted cryomold
may need to be adjusted in relation to the cryostat blade so that the
sections are even and symmetrical when cut. The thickness of the
section will depend on the specific cell type and/or region of
interest. For example, if you are intending to capture individual
cells with only the IR laser then the sectioning thickness should not
exceed 20 μm, whereas for brain region collection using UV laser
cutting, up to 100 μm sections can be used. For the purposes of our
studies, section thickness was set to 30 μm for collection. Regions
are identified while sectioning by referring to a stereotactic brain
atlas (Paxinos and Watson, The Rat Brain Atlas) [28] and sectioned
onto polyethylene napthalate (PEN) membrane slides (Life Tech-
nologies). Sections taken for single cell laser capture are mounted
on precleaned (with 100% ethanol) uncoated glass slides (Fisher
Scientific, Pittsburgh, PA). Note that to minimize the risk of RNA
degradation, we cut 25–100 sections (25 sections per rack) and
keep the racks in the cryostat at �20 �C until they are stained.
However, for optimum results and to maintain RNA integrity, we
recommend cutting 25 sections at a time, staining, performing laser
capture then repeating: section, stain, LCM until the desired num-
bers of cells are laser-captured.

2.4 Staining Protocol

for Brain Region

and Single Cell Laser

Capture

Microdissection

For LCM of brain regions, warm a rack of brain sections at room
temperature for approximately 30 s and then immediately place in
75% ETOH for 1 min. After fixation, rinse slides in RNase-free
water (1 min), stain with 1% Cresyl Violet (1 min), rinse in RNase-
free water (3 � 1 min), dehydrate with 95% ETOH (2 � 30 s),
100% ETOH (2� 30 s), and xylene (2� 3min). Airdry the rack for
no more than 10 min at room temperature in a chemical
fume hood.

A modified staining protocol is used for identification of indi-
vidual dying and surviving neurons. This protocol incorporates
Fluoro Jade-C, a neuronal marker of cell death that binds preferen-
tially to dying cells [55]. As before, a rack of slides is warmed at
room temperature for no more than 30 s and then immediately
placed in 75% ETOH for 1 min. After fixation, slides are rinsed in
RNase-free water (1 min), stained with 1% Cresyl Violet (20 s),
rinsed in RNase-free water (2 � 30 s), stained with 0.001% Fluoro-
Jade C (4 min), rinsed in RNase-free water (3 � 1 min), then
dehydrated with 95% ETOH (30 s), 100% ETOH (30 s), and
xylene (2 � 3 min).
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2.5 Laser Capture

Microdissection

LCM of single cells and hippocampal swaths is performed as shown
in Boone et al., (https://www.ncbi.nlm.nih.gov/pubmed/
23603738) [27] and described in Rojo et al. [52]. LCM of identi-
fied brain regions is performed as shown in Weisz et al. (https://
www.ncbi.nlm.nih.gov/pubmed/28930995) [28]. In our studies
of regional gene expression in the hippocampus, prefrontal cortex
and SCN, approximately 25 sections each of hippocampal pyrami-
dal layers (CA1, CA2, and CA3), dentate granule cell layers, pre-
frontal cortex cells, or SCN cells are serially collected on LCM
Macro Caps and immediately placed into a 0.5 mL RNase-free
tube with 100 μL of RNAqueos lysis buffer (Ambion), vortexed
to ensure complete lysis and then placed at �80 �C until RNA is
isolated. Total RNA is isolated from laser-captured cell pools using
the RNAqueous kit (Ambion, ThermoFisher) following manufac-
turer’s protocols.

3 Application of LCM Methods to Study of TBI

3.1 Using Laser

Capture

Microdissection

to Address Cell

Heterogeneity

in Complex Nervous

System Tissues after

Experimental

Traumatic Brain Injury

Despite numerous treatments successfully tested in experimental
models of traumatic brain injury (TBI), none have translated into
FDA approved treatment [57]. Contributing factors include the
heterogeneity of clinical TBI [58] and the varied response of animal
brain tissue to both TBI and subsequent interventions. The mam-
malian brain is composed of hundreds to thousands of cell types
[59]. Commonly employed methods to examine patterns of gene
or protein expression after experimental TBI typically utilize man-
ually dissected regions of tissue. This form of sampling has the
potential to mask transcripts that are expressed at low levels in
individual injured cells or to imply a large signal is representative
of all cells. To address this tissue heterogeneity, we [52] and others
[22] have performed expression profiling of hippocampal subre-
gions using LCM. This approach validates the method as a valuable
technique for accurate assessment of gene expression in anatomi-
cally distinct hippocampal subfields. Here, we further extend these
studies by identifying similarities and disparities between expression
of small, noncoding miRNAs in the rat hippocampus- whole tissue,
LCM regions, and individual injured neurons after TBI.

We recently showed that TBI-induced miRNAs, by suppressing
expression of pro-survival gene targets, are strongly associated with
hippocampal neuronal cell death [55]. Our long-term goals are to
therapeutically target miRNAs linked to neurodegeneration and to
alter miRNA target gene expression in injury-associated pathways
to minimize post-TBI damage; however, we are concerned that
analysis of expression levels in a heterogeneous mix of cell types,
e.g., laser-captured swaths of hippocampal neurons or manually
dissected brain regions, may inadvertently select miRNAs not bio-
logically relevant. Thus, our objective in this study was to
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characterize heterogeneity of miRNA expression after TBI in the
hippocampus, a brain region important for learning and memory,
by comparing whole hippocampus with individual and swaths of
hippocampal pyramidal neurons obtained by LCM.

Following LCM of single cells, RNA isolation, reverse tran-
scription, and preamplification from approximately 50 FJ � cells
was performed using the miScript Single Cell qPCR System (Qia-
gen) following manufacture’s protocol utilizing a universal primer
for both cDNA synthesis and preamplification. Total RNA was
isolated from laser-captured brain regions using the RNAqueous
kit (Ambion) follow manufacturer’s protocol. Whole tissue RNA
isolation was completed using the miRVana RNA isolation Kit
(Ambion) following manufacturer’s protocol. RNA from whole
dissected and LCM hippocampal pyramidal layers was assessed for
integrity and concentration using an Agilent Bioanalyzer (Agilent
Technologies). Approximately 1 ng of total RNA isolated from
whole hippocampus or laser-captured hippocampal pyramidal
layers was used in lieu of tissue as specified in the miScript Single
Cell Kit protocol. Quality control PCRs using a syntheticC. elegans
miR-39 spike-in were performed to ensure RNA isolation and
reverse transcription efficiency. Quantitative real-time PCR was
performed using preamplified cDNA samples on miScript miFinder
PCR Arrays (Qiagen) following manufacturer’s protocols on a
Roche Lightcyler 96 (Roche Industries).

A Venn diagram of miRNA expression in whole hippocampus,
swathes of pyramidal neurons and groups of individual laser-
captured neurons 24 h after TBI shows surprisingly little overlap
(Fig. 5), contrary to the expectation that miRNAs differentially
expressed in the single cells or cell layers would also be differentially
expressed in the whole hippocampal tissue. The miFinder PCR
array analysis (Table 1) compares whole hippocampus (containing
multiple cell types), laser-captured swathes of hippocampal pyrami-
dal neurons from the CA1–CA3 subfields (a mix of dying, Fluoro-
Jade positive [FJþ] and surviving, Fluoro-Jade negative [FJ�]
neurons), and 50 cell pools of individual, FJþ cells. Notably, indi-
vidual dying cells have transcriptional profiles not represented in
the whole injured hippocampus. In fact, expression of multiple
differentially expressed (compared to controls) miRNAs in whole
hippocampus or swaths of CA1–CA3 regions were not significant
in pools of dying (FJþ) neurons. Based on these data, we suggest
that whole tissue analysis masks or erroneously accentuates the
altered expression of microRNAs in specific cell types that could
be biologically relevant in disease and injury.

The implications of these results can be profound. For instance,
miR-17-5p, a tumor suppressor (i.e., promotes apoptosis) or onco-
gene (i.e., promotes cell proliferation) depending on cellular con-
text [60] regulates both pro-survival and pro-death target genes. It
is significantly upregulated in the whole hippocampus but not in
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Fig. 5 Venn diagram, there is little overlap in microRNA expression in 50 cell
pools of Fluoro-Jade C-positive hippocampal neurons, laser capture microdis-
sected swaths of hippocampal CA1–CA3 subregions, and manually dissected
hippocampal tissue. Red (numbers of upregulated miRNAs), Blue (numbers of
downregulated miRNAs)

Table 1
Contrasting miRNA expression in FJC cells, hippocampal cell swaths, and manually dissected whole
hippocampus

miRNA fold changes

Whole hippocampus Pyramidal layer Single cell

miR-21-5p *2.20 *2.80 1.25

miR-27a-3p *1.32 1.29 1.40

miR-150-5p *0.65 0.84 1.06

miR-92a-3p *0.68 1.20 1.29

miR-191a-5p *0.88 0.91 0.88

miR-17-5p *1.49 1.46 1.19

miR-20a-5p *1.45 *1.78 1.18

miR-146a-5p *1.43 0.91 1.15

miR-15b-5p *1.40 1.74 1.92

miR-223-3p *7.37 10.63 2.06

miR-142-3p 2.63 *3.81 1.19

All statistical modeling was completed in R using a Student’s t-test for within group comparisons, an * denotes a

statistically significant difference when compared to control (naı̈ve) tissue
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dying, FJþ neurons. Depending on the source (cells, whole tissue),
we can infer miR-17-5p either promotes cell death or survival or
has no functional role after TBI. Likewise, miR-21 regulates both
cell proliferation and apoptosis [61], therefore, significant changes
in expression of miR-21 in whole hippocampus, but not single cells,
could confound interpretation of TBI’s influence on neuronal via-
bility. These data raise concern that studies reporting changes in
whole tissue gene expression may generate data not biologically
relevant to the survival of individual neurons, a critical issue in
neurodegenerative disorders [62].

What do these conflicting results mean in terms of therapeutic
drug studies in TBI? We previously determined the effects of exper-
imental drugs on a heterogeneous mix of cell types, as in the whole
hippocampus or swaths of laser-captured neurons [51]. If individ-
ual cell types express different levels of genes and miRNAs, then
measurements of gene expression in heterogeneous tissues may be
misleading. We speculate the failure of all clinical trials of drug
treatments in TBI may, in part, be attributable to erroneous inter-
pretation of results from experimental studies in animal models that
failed to identify mechanisms of injury in specific vulnerable cell
populations. Brain heterogeneity may also have contributed to the
disappointing failures of drug trials in other neurodegenerative
disorders [63].

Our data suggest examining discrete populations of cells
obtained by LCM can facilitate development of more targeted
and effective therapies for TBI and other neurodegenerative dis-
orders. Factors such as age and species-specific genetic heterogene-
ity can also confound the biological and translational relevance of
brain injury studies in rodent models of TBI. For instance,
age-related changes in gene expression differ greatly between
mice and humans, requiring caution in generalizing conclusions
about aging from mouse studies alone [64]. We conclude that
traditional analysis of gene/microRNA expression from large
swathes or chunks of tissue may provide misleading information
about transcriptional dynamics. Examination of discrete popula-
tions of laser-captured cells, using recently developed methods of
single cell analysis [65] is likely to be more accurate in providing
mechanistic information thus eventually leading to increased accu-
racy of translating the results of preclinical studies into treatments
for TBI and other human diseases.

3.2 Laser Capture

Microdissection

of Multiple Brain

Regions from

Individual Brains

for microRNA Analysis

In our LCM studies, we are investigating molecular dynamics in
several rat brain regions adversely impacted by TBI. We focus on
regions in rats that have synonymous structures in human TBI
patients which are associated with higher order executive function-
ing (i.e. frontal cortex [66]) and TBI comorbidities including;
depression (nucleus accumbens [67]) and circadian rhythm disor-
ders (suprachiasmatic nucleus [68]). LCM has allowed us to study
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the region-specific molecular changes induced after TBI by
genome-wide microarray, PCR array and individual TaqMan and
digital qPCR analyses.

The UV-cutting and IR lasers in the Arcturus XT system allow
for precise microdissection of desired brain regions with guidance
by stereotaxic coordinates from a rat brain atlas to identify and laser
capture each brain region. Sectioning for the frontal cortex begins
as soon as the cerebrum is exposed when trimming the OCTon the
cryomolds. Sections are collected until the Secondary Motor Cor-
tex (M2) is reached at Bregma 5.16 mm. For the nucleus accum-
bens, we continue sectioning until the anterior commissure is
visible in both hemispheres at Bregma 1.80 mm and collect sec-
tions until the lateral ventricles appear to connect to the anterior
commissure at Bregma 0.84 mm. Extreme care must be taken when
collecting the SCN. We sectioned only until the optic chiasm
appears flattened and the third ventricle becomes apparent at
Bregma �0.48 mm. Sections are collected from that point until
the supraoptic decussation begins at Bregma �0.72 mm. The SCN
is easily passed over during sectioning, so it may be necessary to
collect more sections encompassing the optic chiasm to ensure that
this region of interest is obtained. Hippocampus collection begins
when the horns of the granule cell layer of the dentate gyrus are
visibly apparent at Bregma �3.00 mm and continue until the
hippocampal CA subfields are fused at Bregma �4.78 mm.

We examined expression of miRNAs in these four brain regions
in TBI rats. Expression of miR-15b, a miRNA that we have shown
suppresses the expression of several pro-survival genes, including
Bdnf and Bcl-2 in the injured rat brain, is strikingly different in all
four brain areas (Fig. 6); notably it is highly upregulated in the
hippocampus and nucleus accumbens but downregulated in the
SCN and prefrontal cortex which suggests that there is differential
expression of pro-survival gene targets in different brain regions

Fig. 6 Quantitative real-time PCR analysis of microRNA expression in laser
capture microdissected cells from four brain regions affected by traumatic
brain injury. HP hippocampus. NAc nucleus accumbens. SCN suprachiasmatic
nucleus. PFC prefrontal cortex
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after TBI. Currently, we are using LCM to confirm the negative
regulation of pro-survival and pro-death gene targets by
TBI-dysregulated miRNAs and to study the effects of therapeutic
drugs and noninvasive neuroprotective treatments on region-spe-
cific gene expression (manuscript in press, Esenaliev et al., J
Neurotrauma).

3.3 Methodological

Considerations

Reporting the details of RNA isolation and RNA quality analysis
(RNA integrity) is always necessary since the preservation of RNA is
of prime importance in LCM experiments that segue into molecu-
lar studies. The quality of RNA is a key determining factor in
whether we obtain accurate and biologically relevant genomic
data from our samples. Small reported differences [69] in section
thickness, staining, and processing procedures in the LCM litera-
ture are not as critical as maintaining RNA integrity during these
procedures. Thus, we have empirically determined that in addition
to the precautions detailed here on establishing and maintaining an
RNase-free environment and preparing all reagents with RNase-
free water, the key determinant of a successful LCM experiment is
speed, especially in the actual laser capture process. Speed and
accuracy can only be acquired by extensive practice and experience.
Therefore, it is unreasonable to expect to obtain samples that yield
good quality RNA in the beginning of an LCM project until all
aspects of LCM are perfected. Our JoVE video articles were pro-
duced to enable visualization of the laser capture process and
enhance learning of this sophisticated and incredibly useful tech-
nique in brain trauma research.
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Chapter 12

Rat Microglia Isolation and Characterization Using
Multiparametric Panel for Flow Cytometric Analysis

Naama E. Toledano Furman, Karthik S. Prabhakara, Supinder Bedi,
Charles S. Cox, Jr., and Scott D. Olson

Abstract

In the field of traumatic brain injury (TBI), characterization of microglia is traditionally done using
imaging-based methods as immunohistochemistry (IHC), while flow cytometry (FC) is a supporting
method that reassures the results. However, often, the flow cytometry method used, especially in the
commonly used rat models, is not microglial specific, not comprehensive, and certainly not standardized.
Here we describe the full, optimized procedure for isolating rat microglia, proper sample preparation for FC
run and provide essential analysis guidelines. This protocol allows the specific identification of microglia, by
discriminating them from other myeloid cells, with high-resolution observation of microglial subpopula-
tions and their activation markers expression.

Key words Rat microglia, M1 polarized microglia, M2 polarized microglia, Traumatic brain injury,
Spinal cord injury, Neuro-immuno-phenotyping, Flow cytometry

1 Introduction

The method detailed in this chapter was developed to utilize flow
cytometry to phenotypically characterize microglial cells isolated
from brain or spinal cord following traumatic brain injury (TBI) or
spinal cord injury (SCI) in rat model. This method is an alternative
for the traditional immunohistochemistry (IHC) acceptable in the
field of neurobiology, by offering fast, accurate, and quantitative
sample processing and data acquiring with additional resolution in
data analysis. All of these aspects of the method will be discussed
along the chapter.

1.1 Background Central nervous system (CNS) injury immediately results in a
robust inflammatory cell-mediated response. Microglial cells, the
resident immune cell of the CNS, play critical role in the host
response to the injury. In routine, the nonprimed microglia are
ramified and express characteristic protein profile, which alters
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upon injury. The ramified cell becomes amoeboid and overex-
presses proteins to support its new acquired role in the inflamed
tissue on the injury site. CNS injuries also lead to infiltration of
myeloid cells, as monocytes and macrophages, to the injury site.
Both microglia and the infiltrating monocytes/macrophages share
the expression of surface markers such as CD45, CD11b/c. The
problem arises with the common way of identifying microglia using
flow cytometry by applying gating on CD11b/c+ CD45low cell
population [1–3]. This flow cytometry-based method allows differ-
entiation between monocytes/macrophages and resident micro-
glia, and also defines phenotypic changes in microglia in rat
model. Using the combination of CD45, CD11b/c, and p2y12
receptor we are able to specifically identify microglia. The relatively
new p2y12 receptor is an APD-responsive G protein-coupled
receptor. In the CNS, its expression is restricted to microglia. It is
now known that the p2y12 receptor is selectively expressed in both
nonprimed and activated (primed) microglia and mediates process
motility during early injury responses [4]. Anti-p2y12 antibody was
produced and studied well in both mouse and human models [1],
but less so in rat models. As far as we know, only one anti-rat p2y12
antibody (Alomone Labs) is currently available for flow cytometry
purposes. During the development of this method, we validated
and optimized its use on the isolated microglia.

Similar to the pro- and anti-inflammatory polarization ofmacro-
phages in non-neuronal tissues, microglia present varied phenotypes
when activated. The classical pro-inflammatory (M1) activation of
microglia, typically in response to TNF-α and IFN-γ, involves
phagocytosis, ability to kill pathogens and ROS release [5]. As anti-
gen presenting cells, microglia communicate with T cells, and thus
activated microglia will upregulate their cell surface markers such as
MHC-II and co-stimulatory molecule CD86 [6]. The anti-
inflammatory (M2) classification can be directed in three alternative
pathways. Stimulation of microglia with IL4 or IL13 directs cells in
an alternative pathway that enhances immunity against parasites,
Th2 cell recruitment, and tissue repair. At these conditions, micro-
glia are defined as M2a-polarized. Next, in response to IL10, gluco-
corticoids, or uptake of apoptotic cells microglia can be directed at a
path of “acquired deactivation”/M2c. In this path microglia are
involved in tissue remodeling processes. Our method evaluated the
expression CD163, the membrane-bound scavenger receptor for
haptoglobin/hemoglobin complexes, which is overexpressed in
M2c [7–9]. Finally, the M2b phenotype has characteristics of both
pro- (M1) and anti-inflammatory (M2) and is associated with mem-
ory immune response [10].

1.2 Development

of the Method

Microglial function studies in mice and human models share com-
mon markers that differ in rat microglial. Therefore, rat microglia
requires its own unique panel of markers to be evaluated. Only
recently, rat microglial markers have become commercially
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available, allowing us to perform comprehensive analysis of these
cells. This flow cytometry-based method offers standardized pro-
cedure to evaluate rat microglia activation that is quick and quanti-
tative. The method was inspired and developed based on mouse
microglia isolation and evaluation, by adjusting and optimizing
procedures that were previously established in our lab [11]. This
method allows the evaluation of rat microglia originating from
CNS-related tissues following an injury, as well as in other neuro-
degenerative condition/diseases studied on rat model. The proto-
col details the procedure for acquiring single cell suspension from
freshly harvested rat brain or spinal cord tissue. It is enriched to
purify the myeloid and microglia population by using CD11 posi-
tive cells selection. The flow cytometry multiparametric panel
detailed here was optimized and validated [12]. We will also detail
sample preparation for flow cytometric processing and briefly dis-
cuss the analysis of those samples to best evaluate the cells.

2 Materials

2.1 List of Reagents 1. Phosphate buffered saline (PBS) (Gibco cat # 10010-049).

2. Hank’s balanced salt solution (HBSS) (Gibco cat
# 14170112).

3. Percoll (GE Healthcare cat # 17-0891-01).

4. Neural tissue dissociation kit (P) (Miltenyi Biotec cat
# 130-092-628).

5. MACS SmartStrainer (70 μm) (Miltenyi Biotec cat
# 130-098-462).

6. C tubes (Miltenyi Biotec cat # 130-096-334).

7. LS columns (Miltenyi Biotec cat # 130-042-401).

8. 50 ml tubes.

9. 15 ml tubes.

10. CD11b/c (microglia) microbeads, rat (Miltenyi Biotec cat #
130-105-634).

11. Microglia cell media (Sciencell cat # 1901).

12. Cell staining buffer (Biolegend cat # 420201).

13. Falcon® 5 ml Polystyrene Round Bottom Tube 12 � 75 mm
style (Corning cat # 352008).

14. Ghost Violet 510 Live/Dead Reagent (Tonbo 13-0870-
T500).

15. Cyto-Cal™ Count Control (Thermo Scientific 09-980-698).

16. Antibodies: *Note: the table below (Table 1) was adapted with
permission from OMIP-041: Optimized multicolor
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immunofluorescence panel rat microglial staining protocol. Tole-
dano Furman, N. E., Prabhakara, K. S., Bedi, S., Cox, C. S.,
Jr. & Olson, S. D. Cytometry A, (2017).

2.2 List of Equipment *Note: list of equipment is what we used and can be easily adjusted
(see Notes).

1. Analytic balance.

2. Forceps.

3. Scalpel.

4. GentleMACS Dissociator ((Miltenyi Biotec cat # 130-090-
235).

5. MACSmix™ tube rotator (Miltenyi Biotec cat # 130-090-
753).

6. QuadroMACS™ Separator (Miltenyi Biotec cat # 130-091-
051).

7. Incubator 37 �C, 5% CO2.

8. Flow cytometer, LSRII (BD Biosciences) or Gallios™ (Beck-
man coulter) equipped with eight color filter settings.

9. Centrifuge (to fit, 50 ml tubes, 15 ml tubes and 5 ml flow
cytometry tubes).

3 Methods

Male Sprague Dawley Rats (225–250 g, Harlan Labs) were the
source of CNS tissue. The usage of the animals was approved by
the Animal welfare committee at University of Texas Health Sci-
ence Center at Houston, Texas, protocol: AWC16-0046 and
AWC14-0023. Animals were handled in accordance with the stan-
dards of the American Association for the Accreditation of Labora-
tory Animal Care (AAALAC). The procedure is optimized to
sample a single brain hemisphere or a 1-in. long section of spinal
cord tissue. To evaluate microglial activation we developed this
panel based upon an existing mouse microglia panel that was previ-
ously developed and utilized in our lab [11]. The rationale was to
first identify the main microglia population using CD45, CD11b/c
and p2y12 antibodies. Next, we chose markers that are available for
rat that could indicate the polarization state a cell is in, see Table 1.

3.1 Brain Tissue

Dissolving

1. Using a sterile scalpel remove the cerebellum.

2. Split the brain to its hemispheres (ipsilateral and contralateral).

3. Weigh the brain hemispheres *to determine absolute cell number
per mg tissue. As microglial expansion is an important parame-
ter in the activation process [13].
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4. Neural dissociation kit usage: For samples ranging
400–600 mg.

(a) Add each brain hemisphere tissue to a C tube that contains
prewarmed 3800 μl of buffer x and 100 μl of Enzyme P.

(b) Carefully place the C tubes in the MACS Gentle. Run
program m_brain_01. *At this point the tissue is not fully
dissolved; just make sure that no brain chunks are stuck
between the tube and the lid.

(c) Rotate on the tube rotor inside the incubator for 15 min.

(d) Run samples on program m_brain_02.

(e) Add 40 μl of buffer y and 20 μl of Enzyme A.

(f) Rotate on the tube rotor inside the incubator for 10 min.

(g) Run samples on program m_brain_03.

(h) Rotate on the tube rotor inside the incubator for 10 min.
*At this point, sample is usually a white solution, tissue is
fully dissolved.

5. Sample washing and myelin removal *myelin debris can activate
the microglia. Therefore washing and cleaning of the samples
from myelin is important.

(a) Filter the samples through a sterile MACS SmartStrainer
70 μm, into a 50 ml tube.

(b) Rinse each tube with 10 ml of HBSS and collect it
through the same filter (*to wash the C tube and the filter
that way).

(c) Centrifuge at 400 g for 10 min. *After centrifuging you’ll
have a large pellet, which is the myelin and the cells together.

(d) In the meanwhile prepare 15 ml tubes with 2 ml of 30%
Percoll, 70% HBSS, each.

(e) Aspirate the supernatant.

(f) Add 1 ml of the 30% Percoll in HBSS to each sample and
suspend the pellet.

(g) Add the suspension to the appropriate 15 ml tube (with
2 ml of the 30% Percoll).

(h) Centrifuge for 10 min in 700 g w/no break to separate
the myelin from the cells.

(i) Carefully aspirate the myelin—tilt the tube while aspirat-
ing for quick and better results.

(j) To wash the cells from the Percoll—complete the volume
to 12ml with HBSS. *Percoll at high concentrations is toxic
to the cells [3]. Therefore washing step is very important.

(k) Centrifuge for 10 min, at 500 g.

(l) Carefully aspirate the supernatant.
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6. CD11b/c positive cell enrichment.

(a) Add 120 μl of Buffer to each sample and suspend it.

(b) Add 40 μl of beads to each sample and gently suspend by
pipetting. DO NOT VORTEX!

(c) Incubate in 4 �C for 15 min.

(d) In the mean while prepare the LS columns by washing
each one with 3 ml of buffer and set the MACS separator
with 15 ml tube rack underneath.

(e) Add the sample to the LS column. Let it flow.

(f) Add 1 ml of buffer to the column and let it flow.

(g) Add another 1 ml of buffer to the column and let it flow.

(h) Remove the column and place it on a new 15 ml tube.

(i) Add 5 ml of buffer and use the piston to push the cells
from the column. *Carefully hold the tube and column so
it will not flip.

(j) Centrifuge the enriched cells in 400 g for 10 min.

(k) In the meanwhile—prepare six well tissue culture plate
for both portions.

(l) Suspend each sample in 2 ml of the Rat Microglia Media.

(m) Incubate for overnight.

3.2 Cell Staining

and Sample

Preparation for Flow

Cytometry

1. Collect microglia into 15 ml falcon tube by gentle pipetting the
cells.

2. Wash cells twice with PBS and suspend cells at 1–10 million
cells per 1 ml of PBS. Add 1 μl of Ghost reagent for every 1 ml
of cells and incubate in the dark for 30 min*.

3. Wash cells: dilute �5 with staining buffer and centrifuge at
300 g for 5 min.

4. Suspend each cell sample in 200 μl staining buffer.

5. Divide 100 μl per sample for both M1 and M2 tubes.

6. Add antibody cocktails for M1 and M2, according to Table 1.
Incubate 30 min at RT in the dark.

7. Dilute cells to 1 ml with staining buffer and centrifuge at 300 g
for 5 min.

8. Resuspend cells in 100 μl staining buffer.

9. Add secondary antibodies, according to the Table 1, to the
appropriate tubes. Incubate for 20 min.

10. Wash cells and suspend each sample in 300 μl of staining buffer.

11. Add Cyto-Cal counting beads.

12. Read the samples on BD LSRII or Beckman Coulter Gallios.
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3.3 Results Analysis 1. Define the main population of cells using forward scatter (FSC)
and side scatter (SSC) filters. *Microglial activation results in
morphological changes along with protein expression. The data of
the FSC vs. SSC should imply on the morphological changes the
cells are going through. Injury should result in shift in both axes.

2. Exclude cell debris and cell aggregates using FSC-A vs. FSC-H
(or if given FSC-W, as in the Gallios).

3. Define the live cells under Ghost negative cells.

4. Under live cell gating, identify the CD45+ cells.

5. Under CD45+, plot CD11 vs. p2y12 dot plot. Cells that are
CD11+p2y12+ are microglia; cells that are CD11+p2y12� are
other myeloid cells. *According to the time point, these
non-microglial cells can be monocytes, macrophages, or other
myeloid cells.

6. Apply gating of positive population of the activation markers as
CD32, CD86 or CD200R, CD163 and RT1B for the M1 or
M2 panels, respectively. *At times.

7. Use the Cyto-Cal counting beads to calculate the absolute
number of microglia. Volume of the beads and cell number
calculation are according to manufacturer instructions.

4 Notes

1. The procedure is optimized for one hemisphere of rat brain.
For spinal cord of 1 in. long use half amounts.

2. Our empiric data suggests that a rat with an average weight of
approximately 300 g will typically have an average of 570 mg
hemisphere. Typically injury wouldweighmore, due to edema of
the tissue,meaning the ipsilateral wouldweigh slightlymore than
the contralateral. Shams are not expected to follow that rule.

3. Prior to using the Ghost dye, remove it from freezer and allow
equilibrating to room temperature. Also, Ghost dye is an amine
reactive viability dye that irreversibly binds free amines available
on the cell surface as well as intracellular free amines exposed in
cells with compromised cell membranes. Prior to cell staining
wash cells thoroughly to remove serum proteins and allow
proper binding of the dye.
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Chapter 13

The Principles of Experimental Design and the
Determination of Sample Size When Using Animal
Models of Traumatic Brain Injury

Michael F. W. Festing

Abstract

There is a crisis in preclinical research involving laboratory animals. Toomany experiments, in all disciplines,
have been found to give results which turn out to be irreproducible. And, unfortunately, the results of
clinical trials of potential treatments of traumatic brain injury (TBI), suggested by extensive animal research,
have so far been disappointing. Faulty experimental design could be one of several possible causes. This
chapter briefly covers the basic principles of experimental design, with emphasis on completely randomized,
randomized block (cohort), and factorial designs. The determination of sample size is discussed together
with some aspects of the statistical analysis and presentation of the results. The Standardized Effect Size
(Cohen’s d) is introduced as a description of the magnitude of a response.

Key words Traumatic brain injury, Preclinical, Experimental design, Sample size, Statistical analysis

1 Introduction

The study of animal models of traumatic brain injury and the search
for treatments is one of the most difficult and technically demand-
ing areas in which laboratory animals are used. It is important that
this research is done to the highest possible standards and that it
produces results which are reproducible and useful in suggesting
clinical treatments.

The precedents from other disciplines are not good. Too many
experiments are producing results which turn out to be irreproduc-
ible. For example, an attempt to reproduce the results from
53 “landmark” papers in cancer research was only successful with
six (11%) of them [1]. Scientists at Beyer Pharmaceuticals [2] were
only able to reproduce the results 22% of 67 papers of potential
interest to them. More than 50 papers claimed to have identified
agents which alleviated symptoms in the standard transgenic mouse
model of ALS, but none of them were effective in humans.

Amit K. Srivastava and Charles S. Cox, Jr. (eds.), Pre-Clinical and Clinical Methods in Brain Trauma Research, Neuromethods,
vol. 139, https://doi.org/10.1007/978-1-4939-8564-7_13, © Springer Science+Business Media, LLC, part of Springer Nature 2018
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A detailed study of these papers identified a number of confound-
ing factors which needed to be controlled when using this model.
When these 50 drugs and an additional 20 drugs were retested,
using an improved experimental design using a power analysis to
determine sample size, none of them proved to be effective in the
mouse model; all of them were false positive results [3].

It has been estimated that the waste of scientific resources due
to irreproducibility of preclinical experiments amounts to about
$28 billion per annum in the USA alone [4].

The causes of this lack of reproducibility are not fully under-
stood. They may include bias due to failure to randomize or to
randomie correctly and/or failure of blinding when outcomes are
measured [5]. Other possible causes include technical and measure-
ment errors, incorrect statistical analysis, animal strain differences in
response which are not taken into account, and fraud.

It has also been suggested [6] that excessively small sample size,
leading to false negative results, could also lead to excessive num-
bers of false positive results if the negative results remain unpub-
lished. This is because the proportion of published false positives
normally expected when using a 5% significance level would be
increased. So it is important that negative results as well as positive
results are published.

It is important that investigators using animal models of trau-
matic brain injury (TBI) should clearly understand the principles of
experimental design. This includes choice of an appropriate design,
correct randomization and blinding, rational determination of sam-
ple size, and the statistical analysis of the resulting data. This
chapter briefly discusses the principles of experimental design
including methods of determining sample size and introduces the
“standardized effect size” as a research tool for specifying the
magnitude of a treatment response. Ideally, a statistician should
be included in the research team.

2 The Basic Principles of Experimental Design

Randomized, controlled experiments were largely developed by
R.A. Fisher and his colleagues when he was the statistician at
Rothamsted Agricultural Experimental Station in the UK in the
1920s [7]. The first randomized clinical trial, on the effect of
streptomycin on tuberculosis [8], was not carried out until 1946.

The principles are deceptively simple. All experiments compare
two or more groups which differ as a result of some “treatment”
applied to one or more of them. There needs to be independent
replication of the experimental subjects so that inter-individual
variation can be assessed in the statistical analysis. And the treat-
ments need to be assigned to the experimental subjects at random
in such a way that they are intermingled in time and space during the
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course of the experiment. In order to avoid bias, investigators mea-
suring the outcome of the experiment need to be “blinded” so that
they do not know the treatment to which an animal was assigned.

The results need to be statistically analyzed using a method
which was planned before the experiment was started. This analysis
will determine the probability that any observed differences could
be attributed to chance rather than the effect of a treatment. The
results need to be presented in such a way that they can easily be
interpreted and used by subsequent investigators. Basic descriptive
statistics such as means, standard deviations and numbers per group
should be presented, in addition to any other charts and diagrams
needed to illustrate the results. A more extensive coverage of the
design and statistical analysis of animal experiments is given else-
where [9] and in many statistical textbooks.

3 Formal Experimental Designs

There are a number of formal experimental designs which can be
used, where appropriate. These include “Completely randomized”
(CR), “Randomized block” (RB), “Latin square,” “Split plot,”
“Crossover,” and “Within-subject” designs. All these designs have
at least one fixed (i.e. controllable) effect “factor” often called
“treatment.” The treatments are determined by the investigator.
There can be any number of levels. For example, a CR experiment
may have a factor called “treatment” which could have three levels
designated “Sham,” “TBI,” and “TBI-treated.” Sometimes they
may also have a second fixed effect factor, such as gender, making
them into a “factorial” design. In this case half the animals would
be male and half female.

Virtually all TBI experiments seem to have been done using a
simple CR design. But this is may not be an optimum design to use in
TBI research because if the randomization is not done correctly and no
account is taken of environmental variation, it could easily lead to
false positive results.

A Randomized Block (RB) design also has one or more fixed
effect factors, such as “Treatment,” “gender,” or even “time to
measure outcome,” which can similarly have any number of levels
determined by the investigator. But the RB design also has a
“random effect” factor usually called “block.” A “blocked” experi-
ment is one in which the whole experiment is split up into a number
of “mini-experiments” with a single individual on each of the
treatments. The term “block” reflects the origin of experimental
design in agricultural research where a block was an area of land on
which there were a number of plots each receiving, for example, a
different treatment. The block is a “random effect factor” because
the difference between blocks is not under the control of the
investigator.
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In animal research the term “block” might be better described
as a “cohort” or group of animals. Each block/cohort should be
composed of subjects that are as similar as possible in age, weight,
and gender, but there can be larger differences between the blocks.
Each member of the block/cohort will receive a different treat-
ment. For example, there might be four treatments designated
“Sham,” “TBI,” “TBI-low dose,” and “TBI-High dose.” So the
cohort/block size is four and there will be “N” cohorts, where “N”
is the sample size. Differences between cohorts are removed in the
statistical analysis. So, with four treatments, cohort 1 could be the
set of four animals treated on day 1 (each receiving a different
treatment) and cohort N could consist of the four animals receiving
the treatments on day “N.”

The term “block” will be retained here in conformity with the
literature, but it should be regarded as being synonymous with
“cohort.”

Randomized Block experiments are statistically analyzed by a
two-way analysis of variance without interaction. This analysis
removes differences between cohorts which are of no interest and
would otherwise lead to increased inter-individual variation and a
reduction in statistical power (the ability of the experiment to
detect an effect). An RB design with two or more factors will
require a mixed analysis of variance with only the block effect
being analyzed “without interaction.”

4 Animal Experiments Versus Clinical Trials

For practical reasons, clinical trials nearly always use a CR design.
Patients are difficult to recruit and trials are started gradually as
patients become available. It is not practical to gather a cohort of
similar patients to use in an RB design.

In contrast, RB designs are easily the most widely used in
agricultural and industrial research. Blocking is an easy and conve-
nient way of splitting the experiment into small, more manageable
parts. So an experiment can be set up over a period of time at the
investigator’s convenience. The designs are usually more powerful
than CR designs due to better control of inter-individual variation
within each block. If blocks are separated in time, there is even
some in-built repeatability.

The failure to use randomized block designs more widely in
laboratory animal research is probably because much of the research
is done by clinicians who are more familiar with clinical trials than
with agricultural research. Randomized block designs are widely
used in in-vitro experiments although investigators are often not
aware that they are doing so. They often say that they “repeated the
experiment three times,” with the “experiment” being one culture
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dish of cells assigned to each treatment. Unfortunately the correct
statistical analysis is rarely done.

CR and RB designs are shown diagrammatically in Fig. 1.
Assuming that individual animals are the subject of the research, a
completely randomized design requires a uniform batch of animals
to which the treatments are assigned at random in such a way that
the treatments are in random order with respect to the animal
number. This is discussed below.

In contrast, RB designs can tolerate more variation in the
available animals, provided cohorts of “T” similar animals can be
assembled, where “T” is the number of treatments, with “N”
cohorts where N is the sample size. So even if the available animals
are somewhat variable in age or weight it is still possible to use them
in a powerful RB experiment. A skeleton analysis of variance table
for these four experiments is given in Table 2.

5 Randomization in a CR Design

Randomization is of fundamental importance in avoiding bias and
false positive results. Evidence [5] suggests that a large proportion
of irreproducible studies, noted above, could be due to faulty
randomization.

It is notable that few TBI papers mention randomization.
Where they do so, they usually state that the animals were assigned
to the treatments at random, but rarely state the order in which the
animals were treated and maintained.

Subject 1 2 3 4 5 6 7 8 9 10 11 12

Subject 1 2 3 4 5 6 7 8 9 10 11 12

Subject 1 2 3 4 5 6 7 8 9 10 11 12

A

C

B

D

Subject 1 2 3 4 5 6 7 8 9 10 11 12

Block/cohort  1 2 3 4 5 6 Block/cohort 1 2 3

Fig. 1 (a) Diagram of a completely randomized (CR) design with two treatments (colors). Notice that the
treatments are in random order and treatment cannot be deduced from the subject number. (b) A two
treatments (colors) � two genders (short or tall) completely randomized factorial design. Note that no extra
animals are needed when including both sexes. (c) A randomized block (cohort) (RB) experiment with two
treatments (colors) and six blocks. Randomization is done separately for each block. (d) A randomized block
(cohort) two (treatment) � two (gender) factorial experiment with three blocks

The Principles of Experimental Design and the Determination of Sample Size. . . 205



The reasons for randomization of a CR design in clinical trials
and animal studies are completely different. In a clinical trial a
physician will examine a patient to see whether they qualify for
the trial. If so, the physician will open an envelope, prepared by a
statistician, to randomly assign the patient to one of the treatments.
This cannot be left to the physician because experience shows that
they will tend to assign patients with more severe symptoms to the
treated, rather than the placebo or control group, assuming that the
new drug is likely to be better than the old one. This would lead to
severely biased results.

In animal studies all the animals should be healthy and of
uniformweight and age, so assigning them to treatments at random
probably has little benefit. However, the animal research environ-
ment is heterogeneous. Animals and the investigators are subject to
circadian rhythms, so animals and surgical interventions may not be
the same when carried out in the morning or afternoon. Investiga-
tors can become more proficient as the experiment progresses, or
maybe they over-indulged the night before and are tired. The same
problems can arize when the outcomes, such as behavior, are
measured. Experience shows that it is difficult to replicate a set of
numerical observations made at different times. So if there are, say,
three treatments (Sham, TBI, TBI-treated) with eight animals per
treatment it would be completely wrong to label the cages 1–8
(Sham), 9–16 (TBI) and 17–24 (TBI treated). Such an experiment
may give false positive results because the animals will nearly always
be housed, treated, and the outcomes measured in numerical order.
“Blinding” will also be impossible because investigators will
remember that the Sham group is in cages 1–8.

Table 1 shows how such an experiment could be randomized
using EXCEL. In this example, the randomization was not ideal
because five of the six TBI-treated animals are in the first half of the
table. It is permissible to redo the randomization if it appears to be
unbalanced.

6 Randomizing an RB Design

RB designs are less likely to lead to biased results. With three
treatments and a sample size of ten, each block or “cohort”
would have one animal of each treatment (Sham, TBI, TBI trea-
ted), and there would be ten blocks or cohorts. In such a design the
cages would be labeled with the block number. The treatments
within a block would be assigned to each animal at random. This
could be done, for example, with three playing cards which would
be shuffled for each cohort. In the animal house the three cages in
each block would be housed together on the same shelf, and treated
in every way as similarly as possible.
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Cohorts (blocks) are treated and the outcomes measured one
cohort at a time, spaced out in any way that is convenient. Any
differences in the measured outcomes between the cohorts, which
may be substantial, are removed in the two-way ANOVA without
interaction. If both sexes were to be included (using a factorial
design), then the block size would be doubled, but the sample
size could be halved giving the same total number as if only a single
sex were to be used. For example, if there are three treatments and a
sample size of eight, then the experiment could be done using eight
blocks each consisting of three males (24 animals in total). If both
sexes are to be included then the block size would be increased to
six (three males and three females) in four blocks (24 animals total).
This is briefly explained in Fig. 1.

Table 1
Example of the use of the random number function “¼Rand()” in EXCEL to randomize a CR
experimental design with three treatments and a sample size of six

Treatment
un-randomized

Random number
(¼rand()) pasted back
as “values”

Random number
sorted with
column 1

Treatment randomized
(carried along with sorted
random number)

Cage/
animal
number

Sham 0.415 0.022 TBI-treated 1

Sham 0.960 0.084 Sham 2

Sham 0.312 0.122 TBI-treated 3

Sham 0.749 0.213 TBI-treated 4

Sham 0.084 0.256 TBI-treated 5

Sham 0.607 0.312 Sham 6

TBI 0.522 0.375 TBI-treated 7

TBI 0.517 0.415 Sham 8

TBI 0.694 0.517 TBI 9

TBI 0.631 0.522 TBI 10

TBI 0.962 0.607 Sham 11

TBI 0.905 0.631 TBI 12

TBI-treated 0.213 0.694 TBI 13

TBI-treated 0.122 0.749 Sham 14

TBI-treated 0.862 0.862 TBI-treated 15

TBI-treated 0.375 0.905 TBI 16

TBI-treated 0.022 0.960 Sham 17

TBI-treated 0.256 0.962 TBI 18

Columns 1 and 2 were sorted on column 2 (copied back as values) and the cage numbers were then added

When the outcome is being measured investigators should only know the animal number, but not the treatment
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7 Statistical Analysis

The assumptions of homogeneity of variances (i.e. the variation
being about the same in each treatment group) with the residuals
(deviation of each observation from the mean of its group) having a
normal distribution should always be checked. Some computer
software, such as MINITAB, and R-Commander (a package based
on the free R statistical software package) allows the assumptions to
be checked graphically. However, the ANOVA is quite tolerant of
small departures from these assumptions.

Table 2 shows a “skeleton” analysis of variance (showing source
of variation and degrees of freedom) for each of the examples of
designs is shown in Fig. 1. With three or more treatment groups
differences among groups are usually assessed using post-hoc com-
parisons. Dunnett’s test is usually used if two or more treatment
means are to be compared with a control group mean.

Note that with an RB design there is only a single pooled
estimate of the standard deviation, which is obtained as the square
root of the error mean square in the analysis of variance table. With
this design error bars on bar charts will all be the same length.

8 In Conclusion, the Main Advantages of the RB Design

1. The experiment is logistically more convenient than the CR
design. It can be done one block at a time spread over any
amount of time. Each block has a single individual on each
treatment. So if time factors are important, as is likely to be the
case in TBI research, one or two blocks could be set up each

Table 2
“Skeleton” analysis of variance tables for the four designs shown in Fig. 1

A B C D

Source DF Source DF Source DF Source DF

Treatment 1 Treatment (T) 1 Treatment 1 Treatment 1

Error 10 Gender (G) 1 Block 5 Gender 1

Total 11 TXG 1 Error 5 TxG 1

Error 8 Total 11 Block 2

Total 11 Error 6

Total 11

TxG is the treatment � gender interaction, showing whether the two sexes respond in the same way. If only one gender
were to be used, then the factor “Time” (to termination) could be used. Additional factors could be added with the advice

of a statistician
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day or week for a period of several days or weeks, depending on
the required sample size (the number of blocks). Measuring the
outcomes would also be distributed over time at the conve-
nience of the investigator. This repetition in time also provides
some assurance that the experimental results are repeatable.

2. RB designs generally give better control of inter-individual
variation because the animals can be matched for initial weight
or age, time of use and location in the animal house during the
experiment. Each block is independent and there are fewer
time pressures on the investigators.

3. Animals are assigned to treatments separately in each block so
bias due to faulty or unlucky randomization is much less likely
than when using a CR design.

9 The Factorial Design

CR and RB designs with two or more fixed effect factors (types of
treatment) are called “factorial designs.” These provide extra infor-
mation, often at no extra cost. For example, the NIH now requires
investigators to use both sexes of animals in the experiments which
they fund. An experiment might be designed with a fixed effect
factor called “Treatment” with levels of “Treated” and “Control”
and a second fixed effect factor called “Gender” with levels “Male”
and “Female,” giving a total of four treatments.

Assuming that the original experiment was a CR design with
12 treated and 12 control male animals, it could be altered to a
factorial design using both sexes by using 6 control and 6 treated
females and similar numbers of control and treated males. This
would be a 2 � 2 CR factorial experiment as shown in Fig. 1. It
should be statistically analyzed using a two-way analysis of variance
with interaction, as shown in Table 2. The effect of the treatment
would be estimated, averaging across gender (so N/group ¼ 12),
the effect of gender would be estimated averaging across treat-
ments (so N/group ¼ 12) and a gender � treatment interaction
(also N ¼ 12) would be estimated showing whether males and
females respond differently. If there were three treatments, then
the resulting experiment would be a 3 (treatments) � 2(gender)
factorial design. Adding extra factors does not necessarily require an
increase in sample size unless the experiment is already very small
(as in the examples in Fig. 1 where the degrees of freedom for the
error term in examples C and D are now excessively small). Meth-
ods of determining sample size are discussed below. A study of the
effect of an atmosphere with alcohol vapor versus air in TBI and
Sham rats [10] is a nice example of a 2 � 2 factorial experiment in
TBI research. This is discussed in Table and associated text.
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RB designs can also be factorial designs as shown in Fig. 1. The
block size must be increased because with a 2 � 2 design there are
four instead of two treatments, but the number of blocks can be
reduced. In a 2 � 2 factorial RB design a three-way analysis of
variance is used with the block being a random effect factor but
treatment and gender being fixed effects involving interaction.

A protocol for a TBI experiment involving four treatments and
two termination times in a 4 � 2 factorial design with five blocks is
suggested in the appendix.

10 The Determination of Sample Size

TBI experiments are likely to be both time-consuming and expen-
sive. They also involve important ethical considerations. Investiga-
tors should be fully aware of the need to take account of the “Three
Rs”:Replacement, Refinement and Reduction [11]. Animals should
only be used if there is no alternative. “Refinement” requires the
investigator to ensure that the animals suffer the minimum pain and
distress. A veterinary surgeon should normally be consulted when
planning the experiment and there will normally be some oversight
by the local ethics committee. “Reduction” can best be achieved by
doing high quality research, so that neither animals nor scientific
resources are wasted, not by reducing sample size. Three methods
of determining sample size are discussed below:

10.1 “Common

Sense” or “Tradition”

Investigators often use the sample size that previous investigations
have already used with apparent success. This has support from
some eminent statisticians who state that “Except in rare
instances. . ., a decision on the size of the experiment is bound to
be largely a matter of judgment and some of the more formal
approaches to determining the size of the experiment have spurious
precision” [12]. Sir David Cox has written two books on experi-
mental design and is the first winner of the “International Statistics
prize.” There are few statisticians in the world who are as highly
respected. He and Dr. Reid are clearly referring to the power
analysis when they mention “spurious precision.”

Of course this approach assumes that there is a body of well-
designed experiments which are producing good quality results on
which to base future experiments.

10.2 The “Resource

Equation”

This very simple formula is based on past experience [13]. It is
E ¼ (total number of animals) � (number of treatments). E should
be between about 10 and 20. Where there are just two groups it
suggests that sample sizes should usually be between 6 and 11 ani-
mals per group. In general, it ensures that the resulting ANOVA has
between 10 and 20 degrees of freedom for error thereby avoiding
excessively small or large experiments. It is in general agreement
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with “common sense,” and is probably the method used in most
agricultural research.

10.3 The “Power

Analysis”

This method was developed largely by Jacob Cohen in the 1960s
[14]. It is the method used in clinical trials and is often the method
suggested by funding organizations and IACUCs. It applies both
to binary data and measurement outcomes. Only the latter is dis-
cussed here. It depends on a mathematical relationship between six
variables. If five of these are specified by the investigator the sixth
one (usually sample size) can be estimated. These variables are
shown, labeled 1–6, in Fig. 2, together with some of the factors
which influence them. There are, for example, many factors which
influence the standard deviation.

Assuming two treatment groups the variables are:

1. The required power

This is the probability that the experiment will be able to detect
a difference between the means of the two groups specified by the

2.Power (You specify)

3.Significance level
(You specify)

4.Sidedness
(You specify) 

6. Min. detectable effect 
size (SD*SES). You must 
decide whether it is 
sufficiently small

Genetic variation 
(inbred/outbred)

5.Variability (SD)
From previous study

1.Provisional Sample 
size(Specify)

Environmental 
variation/infection

Standardised effect 
size. SES

Experimental unit
(e.g. within/ between

Availability

Research budget

Experimental design
(completely randomised, 
randomised block, other)

Table 1.

Fig. 2 The six variables used in a power analysis are labeled 1–6. The investigator should make a provisional
estimate of sample size (1) and look up the corresponding SES in Table 3 for specified values of variables 2–4.
Multiply the SES by an estimate of the SD (5) from a previous study to obtain the minimum detectable effect
size (6). Then decide if this is sufficiently small. See text for details
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investigator. It is clearly important to have a high powered experi-
ment, able to detect such an effect. So power is often set by the
investigator at 80–90%. The higher level requires a larger sample
size.

2. The significance level

This is the probability of rejecting the null hypothesis when it is
true, leading to a false positive result. It is nearly always set at
p ¼ 0.05 but other values may occasionally be used.

3. The sidedness of the test

By default, a two-sided test is used. A one-sided test could be
used if the response can only go, or is only of interest, in one
direction. But it should only be used if it can be fully justified in
advance. It should not be used as a way of making a difference more
statistically significant (known as “p-hacking”).

4. The standard deviation of the outcome variable

An estimate of the SD has to be obtained from a previous study.
There are many factors which can influence inter-individual varia-
bility as shown in Fig. 2. These need to be taken into account when
choosing a suitable standard deviation for the power analysis. It is
assumed that the SD in the proposed experiment will be similar to
that used in the estimation of sample size.

5. The specified effect size (ES)

This is the smallest difference between the means of the two
groups thought likely to be of scientific interest. This requires a
subjective assessment by the investigator, based on familiarity with
the literature. It is this subjective assessment that makes a power
analysis a procedure that is not fully objective.

Investigators often find it difficult to specify the effect size. So
an alternative iterative approach is suggested below. This involves
choosing a provisional sample size and using it to determine the
minimum predicted detectable ES. If this predicted detectable ES
seems to be reasonable then the provisional sample size is accepted.
If the investigator decides that they would like to be able to detect a
smaller ES, then a larger provisional sample size should be chosen
with the calculations being repeated.

6. The sample size

This is the number of subjects in each group. In the method
suggested here, a provisional sample size is chosen based on previ-
ous studies and common sense.
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7. Combining these variables

If five of these variables are specified, the sixth one, classically
sample size, can be estimated. Dedicated software is usually needed
but it is widely available and free. The investigator inputs values for
each of the variables in order to estimate the required sample size.
However, the iterative approach, suggested below, does not require
access to software.

11 An Iterative Approach to Determining Sample Size Using a Power Analysis

The power analysis asks the investigator to specify the minimum
effect size (difference between the two means) likely to be of
biological importance. An open-ended question like this is difficult
to answer. The alternative, used here, is to choose a provisional
sample size and estimate the effect size that it is likely to be able to
detect. The investigator can then decide whether this is acceptable.
If not a larger or smaller sample size can be chosen, with the
calculations being repeated.

The method uses the “standardized effect size” (SES also
known as Cohen’s d) which is the difference between the means
of the treated and control groups divided by the pooled standard
deviation. It is labeled “7” in Fig. 2. No software is needed, only
reference to Table 3.

The relationship between sample size, statistical power and the
SES is shown in Fig. 2, for four levels of power, assuming a
two-sided test and a 5% significance level. For example, this shows
that a sample size of six animals per group will have a 90% power to
detect an SES of 2.5 SDs, an 80% chance of detecting an SES 1.8
SDs, a 70% chance of detecting an effect of 1.6 SDs and a 60%
chance of detecting an effect of 1.4 SDs, and so on.

The SESs multiplied by the standard deviation (SD) of a char-
acter obtained from a previous study, (SES � SD) provides an
estimate of the effect size (ES) likely to be detectable for a specified
power, significance level, and sidedness, in the original units.

11.1 The

Procedure Is

1. Obtain an estimate of the standard deviation (SD) of the char-
acter of interest from a previous study. Ideally this should come
from the investigator’s own work and be based on a reasonably
large sample size.

2. Make a provisional estimate of a suitable sample size based on
previous studies and “common sense.”

3. In Table 3 find the SES for the provisional sample size for the
required power, significance level, and sidedness of the test.

4. Multiply the SES by the estimated SD. This provides an esti-
mate of the “minimum detectable effect size” (MDES) in the
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original units that the experiment is likely to be able to detect
for that sample size, power, etc.

5. Decide whether this MDES is acceptable. If so, accept the
provisional sample size. If not, the calculations should be
repeated with a different provisional sample size.

Table 3
Cohen’s d (SESs) for sample sizes of 4–34 subjects per group assuming 80% and 90% power, a 5%
significance level and a one-sided or two-sided test

Sample size 80% one-sided 80% two-sided 90% one-sided 90% two-sided

4 2.00 2.38 2.35 2.77

5 1.72 2.02 2.03 2.35

6 1.54 1.80 1.82 2.08

7 1.41 1.63 1.66 1.89

8 1.31 1.51 1.54 1.74

9 1.23 1.41 1.44 1.63

10 1.16 1.32 1.36 1.53

11 1.10 1.26 1.29 1.45

12 1.05 1.20 1.23 1.39

13 1.00 1.15 1.18 1.33

14 0.97 1.10 1.14 1.27

15 0.93 1.06 1.10 1.23

16 0.90 1.02 1.06 1.18

17 0.87 0.99 1.03 1.15

18 0.85 0.96 1.00 1.11

19 0.82 0.93 0.97 1.08

20 0.80 0.91 0.94 1.05

21 0.78 0.89 0.92 1.03

22 0.76 0.86 0.90 1.00

24 0.73 0.83 0.86 0.96

26 0.70 0.79 0.82 0.92

28 0.67 0.76 0.79 0.88

30 0.65 0.74 0.76 0.85

32 0.63 0.71 0.74 0.82

34 0.61 0.69 0.72 0.80
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6. If more than one outcome variable is to be measured, then the
calculations should be repeated for each of them and an assess-
ment made of whether the MDES is acceptable in all cases.

11.2 An Example 1. Zhang et al. [15] studied brain water content (BWC) in rats
following fluid percussion TBI. Averaged across a 1-week
period the mean and SD of BWCwas 83� 5.5% and the sample
size was n ¼ 10/group.

2. Suppose an investigator wishes to study the effect of a new
drug on BWC.

3. She decides to choose a provisional sample size of 15 rats per
group and assumes an SD of 5.5%

From Table 3 the SES for a sample size of 15, with a 90%
power, a 5% significance level and a two-sided test is 1.23.

4. So for brain water the minimal detectable effect size (MDES) in
her proposed experiment is SD � SES ¼ 5.5 � 1.23 ¼ 6.7%
with a 90% power.

5. She would also have an 80% power to detect an effect size of
1.1 � 5.5 ¼ 6.0%

6. Suppose that she would like to be able to detect a 5% difference
between the two groups. This sample size is not large enough
with these power levels. She must decide whether to go ahead
with this MDES (minimal detectable effect size) or choose a
larger sample size and repeat the calculations. In fact she would
need a sample size of about 26 rats/group to detect a 5%
change at the 90% level. This assumes that the SD in her
experiment will be the same as that found by Zhang et al.

If she decides to only use 15 rats per group then in the Materi-
als and Methods section of the report, according to item 10 in the
ARRIVE Guidelines [16] or when applying for funds she could
make a statement (adapted to her conclusions) such as:

“A power analysis was used to determine sample size. Assuming
a 5% significance level, a two-sided test, and a standard deviation of
5.5% a sample size of 15 animals per group will have a 90% power to
detect a difference between the control and treated rats of 6.7%.”

11.2.1 Minimizing the SD

During the Experiment

The estimated sample sizes assume that the experiment will have a
standard deviation at least as low as that used in the power calcula-
tions. So minimizing variation in severity levels during the experi-
ment should have a high priority. Detailed studies of the operating
characteristics of the various types of apparatus can be helpful [17],
and staff should be well trained and given adequate time to perform
their tasks.

There may be rat and mouse strain differences in response to
drugs and chemicals [18] and even in tolerance of the injury. Inbred
strains (such as C57BL/6 mice or F344 rats) are more uniform
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than outbred stocks (such as CD-1 mice or Sprague-Dawley rats)
although they are less robust, which could be a disadvantage. F1
hybrids are genetically uniform though heterozygous, and are
robust, but special breeding may be required to produce them.
Bone shape is under strong genetic control [19] and the shape
and thickness of the skull will vary between individuals and strains
of mice and rats. Age and gender may also be important variables.
Investigators funded by the NIH will be required to use both sexes
unless they can make a strong case for not doing so. If both sexes
are used, a factorial design will probably be necessary in order to
avoid having to use extra animals.

Variation caused by circadian rhythms [20] may be minimized
by, for example, restricting the surgery to the morning or after-
noon. The animal house environment is not homogeneous. Ani-
mals housed on the top shelves will have more light and a warmer
temperature than those on lower shelves. It would be a serious error
to house treated and control animals on different shelves as this
could lead to biased results. If a completely randomized design is
used the animals must be maintained in random order in the animal
house. If randomized block (cohort) designs are used, each block
should be kept as a group on the same shelf.

The written paper should be checked against the ARRIVE
guidelines [21] to ensure that no important details have been
omitted. Clinical trials should only ever be done when the results
of a paper can be independently and critically repeated by investi-
gators in other laboratories. So every effort should be made to
provide sufficient details to make it easy for other investigators to
repeat the experiment.

Standard descriptive statistics including means, standard devia-
tions and “n” per group should always be presented in addition to
any graphical presentation. These are required for planning future
experiments (as above) as well as for systematic reviews and meta-
analyses which are being increasingly widely used in animal studies.

11.2.2 The Standardized

Effect Size (Cohen’s d ) as a

Standardized Measure of

Effect Size

The strategy currently used in biomedical research, dubbed
“NHST” or “Null Hypothesis Significance Testing” in which the
results of randomized controlled experiments are statistically ana-
lyzed to determine whether the observed differences are “statisti-
cally significant” (are unlikely to be due to chance) has been highly
successful in progressing biomedical research for nearly a century.
But it has come under increasing criticism recently. The editors of
Basic and Applied Social Psychology (BASP) have even announced
that the journal would no longer publish papers containing P values
“because the statistics were too often used to support lower-quality
research.”

One problem is that p-values and statistical significance have no
direct biological meaning. Two experiments can have exactly the
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same means and standard deviations, but in one of them the differ-
ence is “statistically significant” while in the other one the differ-
ence is “not statistically significant”: the difference between them
being only due to sample size. And p-values only provide a very
poor estimate of the magnitude of a treatment response. Even
trivial differences between groups can be statistically “significant”
if the sample size is sufficiently large.

There is also an obvious problem with the word “significant.”
In the English language it is synonymous with “important.” But in
statistics it only means that the observed effect is unlikely to be due
to chance. The word “detected” might have been a better choice.
(“The difference was/was not statistically detected at p ¼ 0.XX”).
The word “significant” is (excessively?) widely used in TBI research.
In a small informal random sample of ten TBI papers the word
“significant” was used from 3 to 52 times, with an average of 20.2
times per paper. Often it is unclear whether the authors consider
the results to be both important and unlikely to be due to chance.
Perhaps the word “important” should be reserved for when the
effect really is considered to be important. And authors might try
using the word “detected” instead of “significant” if referees and
journal editors will allow them to do so!

Another criticism is that NHST tends to lead to binary think-
ing. An effect is either present (significant) or absent (not signifi-
cant). Bar charts do show the differences between the means, but
the actual differences are rarely calculated, recorded, and
interpreted.

There is now a growing literature on the use of effect sizes
[22]. The SES (Cohen’s d), used in a previous section in the
estimations of sample sizes, is the difference between two means
divided by the pooled standard deviation. So it is the effect size in
units of standard deviations. It is used in meta-analysis [23] as a
standardized measure of the magnitude of an effect. A great advan-
tage is that two SESs can be compared even if they are based on
different units of measurement. The SES is also directly related to
sample size as shown in Fig. 3. Table 4 shows the SESs for 11 char-
acters following TBI in animals maintained in a normal atmosphere
or one with alcohol vapor [10]. In most cases the alcohol increased
the severity, as shown by the SESs.

12 Small, Medium and Large Standardized Effect Sizes

Jacob Cohen was a psychologist working with human subjects. He
suggested that values of d (the SES) of 0.2, 0.5 and 0.8 SDs in an
experiment would represent small, moderate and large treatment
responses requiring sample sizes of 394, 64, or 26 subjects per
group, respectively, assuming an 80% power, a 5% significance
level, and a two-sided t-test.
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Table 4
Standardized effect sizes (SESs) for 11 characters following fluid-impact
TBI in rats exposed to air or alcohol vapor

Character Air Alcohol

NSS 2.58 5.23

Beam only 3.04 5.24

Body weight 0.39 0.84

Open filed % cent. Sq. 2.50 2.35

Locomotion 1.49 2.50

NOR familiar 1.33 0.46

NOR novel 0.94 2.69

NOR discrimination 0.92 1.03

Astrocytes 2.87 8.53

ED-1 stain 3.74 11.16

HMGB1 2.05 12.24

Data from Teng et al. (2015)

Fig. 3 Standardized effect size (SES or Cohen’s d ) as a function of sample size (per group) for four levels of
power (60–90%) assuming a two-sized t-test with a 5% significance level, two groups and a quantitative
dependent variable. The vertical dotted lines show the range of sample sizes using the “resource equation”
method of determining sample size
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However, laboratory animals are more uniform than humans so
SESs are usually larger. Accordingly, values of SES of 1.1, 1.5 and
2.0 SDs, designated “extra-large” “gigantic” and “awesome” could
be added to take account of laboratory animal experiments, includ-
ing in-vitro studies using animal cells or extracts. Detecting SESs of
these magnitudes would require sample sizes of 17, 8, and 5 per
group, respectively with the same assumptions.

12.1 Calculating

the SES

The pooled standard deviation can be calculated in various ways. If
the data has been analyzed using an ANOVA, then the error mean
square is an estimate of the pooled variance, so the square root of
that is the pooled SD. Alternatively, if means and standard devia-
tions are available, then the pooled SD is the square root of the
mean of the two variances.

Table 5 sets out the calculations for a Neural Sensitivity Score
used by Teng et al. [10]. Now all the characters are in the same
units (standard deviations) and their individual magnitudes can be
compared. Body weight was a poor indicator of severity, particularly
in the group not exposed to alcohol. In absolute terms many of the
SESs are “extra-large” to “awesome.” However, the ED-1 and
HMGB1 values are off the scale. They represent tissue damage at
the injury site, so should probably be classified as a qualitative rather
than a quantitative change. Whether SESs estimated from quanti-
tative variation in such characters could be developed as a useful
scale of severity might be worth exploring in more detail. For
example, the SESs for brain water content in some papers were as
high as eight standard deviations. This could imply that the TBI was
excessively severe and unlikely to respond to a drug treatment.

Note that if the combined sample sizes are less than 12, the SES
is biased and needs to be multiplied by the factors shown in Table 6.

Although the SES is not (yet) widely used in research with
laboratory animals, it has been used to summarizing the results of
toxicity tests, where many characters are measured on each individ-
ual. These may include hematology, clinical biochemistry, and even
some behavior variables. Classically each character is statistically
analyzed separately. But this leads to multiple tests and excessive
numbers of false positive outcomes. However, if the results are
converted to SESs then all characters are in the same units of
(standard deviations) they can be compared and combined to give
an average response. The graphical presentation of the results is also
improved [24].

Table 5
Calculation of SESs for neural sensitivity score (NSS)

Character Treatment TBI SD SHAM SD Pooled SDa SES

NSS (neural sensitivity score Air 1.65 0.42 0.83 0.16 0.317805 2.58

Data from Teng et al. (2015)
aPooled SD for “Air” group ¼ sqrt((0.422 + 0.162)/2) ¼ 0.318. SES ¼ (1.65 – 0.83)/0.318 ¼ 2.58.
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As an example in TBI research, Teng et al. [10] used a 2 � 2
factorial experimental design to explore the effect of mild focal TBI
versus Sham treatment of rats maintained either in an atmosphere
of air or alcohol vapor (Table 4). They scored the rats for 11 vari-
ables. The resulting data was statistically analyzed as a 2 � 2 facto-
rial design and the means and standard deviations were reported for
each character and group (as recommended here).

If an investigator is able to specify the SES (instead of the Effect
Size) that they would like to be able to detect, based on SESs found
in previous studies, then determination of a suitable sample size is
very simple. All that they need to do is look up that SES in the body
of Table 3 for the chosen power and sidedness of the test, and read
off the required sample size. For example, it they would like their
experiment to be able to detect an SES of 1.5 or more SDs with a
90% power, a two-sided test and a significance level of 5% they
would find from the body of Table 3 that they need a sample size
of ten animals per group.

13 Discussion

As stated in the introduction, there is a crisis in preclinical research.
Too many authors are publishing papers with results that turn out
to be irreproducible. The results of clinical trials of drugs found to
be effect in animal models of TBI have also been disappointing
[25]. Are these two facts related? This chapter should not be taken
as a review of the statistical quality of animal TBI research, but it is
clear that there is room for improvement. In particular very few of
the papers quoted here mentioned randomization and blinding.
Where randomization was mentioned, it was usually stated that the

Table 6
Correction for bias when estimating SES with small sample sizes (see text
for details)

DF Multiplier

3 0.73

4 0.80

5 0.84

6 0.87

7 0.89

8 0.90

9 0.91

10 0.92
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animals were assigned to the treatment groups at random. But the
animals are usually uniform. It is the research environment which is
heterogeneous. In no case was it suggested that the treatment
groups were intermingled in space and time as explained in Table 1.

This, combined with the universal use of completely rando-
mized experimental designs (which were not correctly rando-
mized!) can easily lead to false positive results. A better alternative
would be to use randomized block (cohort) designs. Such designs are
less likely to lead to bias, they are generally more powerful and
logistically more convenient than CR designs. Examples of the use
of such designs are given elsewhere [9], but they seem to be rare in
TBI research so some pioneering work would be needed to dem-
onstrate their value. This should, preferably, be done with the
assistance of a statistician.

Although most papers seem to use appropriate statistical pro-
cedures, it is unclear whether the authors had checked the assump-
tions (homogeneity of variances and normal distribution of the
residuals) required for a parametric statistical analysis.

There also seems to be an unhealthy emphasis on the word
“significant.” One paper used the word 73 times. Could it be
replaced by the words “detected” and “important” as appropriate?
Would any journal editor be prepared to promote such a change?

There also seems to be insufficient importance attached to the
magnitude of the response to a treatment. This might be partly
because of the binary thinking arising from significance testing and
p-values. The SES is a standardized measure of the magnitude of a
response. It should be of value in TBI research when comparing the
results from different experiments, particularly if some treatments
are only be suitable for mild but not for serious injury.

The SES was not conceived by Cohen as a tool for the quality
control of experimental data, but it could be useful as such. For
example Table 7 shows SESs for brain water content in Sham versus
TBI rats at six time points following the TBI in two publications.
The mean BWC in the Sham rats was 72.3% and 79.2% in the two
publications [15, 26], respectively. Are such large differences
among Sham animals common? Is it due to the methods, the rats
which are used, or is it an artifact? The SES for the increase in BWC
following TBI averaged 7.0 SDs in one paper compared with a
mean of only 0.8 SDs in the other paper, averaged over six time
points with eight animals per group. This implies that the severity
of the TBI differed very considerably between the two studies as
measured by BWC. What are the implications when screening drug
treatments? There was little change in BWC over the six time points
in either paper. If this is the case then two or three time points
would be sufficient to show the response, releasing resources and
animals to do twice as many experiments. Good experimental
design is not just about designing individual experiments. It should
also take into account the efficient use of the available scientific
resources.
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13.1 Recommen-

dations

1. Investigators should be given much better training in the prin-
ciples and practice of good experimental design, including the
available designs such as completely randomized, randomized
block, and factorial designs and the determining sample size. It
should be recognized that clinical trials and animal research
require different designs.

2. Investigators should be made more aware of the factors which
can influence the variation in response of animals to experimen-
tal treatments. These include the strain, gender, proximal envi-
ronment, microbiological status, circadian and other rhythms,
and social interactions.

3. Much more attention should be paid to the magnitude of
effects with less emphasis on “statistical significance.” When
discussing results it should be made clear whether “significant”
means “important” or “unlikely to be due to chance.” The
Standardized Effect Size (SES or Cohen’s d) could be used to
measure the magnitude of an effect although further research is
needed to “calibrate” it for TBI research.

4. There should be more input into TBI research from statisti-
cians, particularly ones with a good background in animal
research and experimental design.

5. A scientist trained in meta-analysis should be recruited to work
on TBI research. He or she would help to make better use of
the literature, and set standards for biomarkers of severity,
using standard effect sizes and other meta-analysis techniques.

Table 7
Standardized effect sizes (SESs) of differences in brain water content in Sham and TBI rats in two
publications

Zhang (2015) [15]a Jin (2016) [26]b

Time (h) SES Time SES

1 0.02 2 3.34

6 0.52 6 8.06

24 1.23 12 8.80

48 0.84 24 7.42

72 1.29 72 8.15

168 0.69 168 7.46

Mean 0.77 7.21

The mean brain water content in the sham rats was 72.3% (Jin et al.) and 79.2% (Zhang et al.)
aTBI using a modified version of Feeney’s method and a PinPoint™ Precision Cortical Impactor. It is unclear whether

this is the BWC for the whole brain or just the damaged side
bUsed fluid percussion TBI. Whole brain water was measured
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Appendix

An example of a possible protocol for testing a proposed treatment
using a randomized block/cohort design. This could easily be
modified to investigate different treatments or times.

The protocol might have two factors “Treatment” and “Time
following treatment.”

Four treatments might be:

1. Sham

2. TBI + vehicle

3. TBI + Treatment-low dose

4. TBI + Treatment-high dose

The factor “Time” might have two levels, say 12 h and 48 h
following the treatments.

Each block/cohort would therefore involve eight animals
(4 treatments � 2 times post treatment).

Six of the rats in each block would have TBI and two would be
shams. It is assumed that the treatments could be done conve-
niently in one day.

Various outcomes could be measured in the live animals includ-
ing, say, a “neural sensitivity score,” and other types of behavior. It
is assumed that all eight rats in a block could be measured in a
relatively short period. Histological and anatomical outcomes
would be made after the animals are euthanized at the two time
points.

With, say, five blocks/cohorts the protocol would involve
40 animals. In this case the ANOVA table to be used for all the
outcome variables such as behavior and brain water content would
be as follows:

Source DF

Blocks 4

Treatments 3

Times 1

Trt. � Time 3

Error 28

Total 39
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In the absence of a Treatment � Time interaction sample sizes
for comparing the four groups will be n ¼ 10. If a power analysis
justification is needed for that sample size, the SES for a sample size
of 10 can be looked in Table 3. It is 1.53 SDs. This is the predicted
detectable effect size in units of standard deviations. So multiplied
by the SD of a character, it predicts the effect size in original units
that the experiment will be able to detect for a 90% power and a 5%
significance level. The sample size for comparing the times will be
N ¼ 20. This with 28 degrees of freedom in the error term will
provide plenty of power. If a Treatment � Time interaction is
detected it implies that the observed treatment differences are not
equally valid at the two time points. An experiment like this one is
really much more powerful than suggested by these sample sizes
because there is a much better estimate of the error (28 DF) which
is above the suggested maximum using the Resource Equation
method.
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Chapter 14

Advanced Informatics Methods in Acute Brain Injury
Research

Jude P. J. Savarraj, Mary F. McGuire, Ryan Kitagawa,
and Huimahn Alex Choi

Abstract

The failure of several clinical trials in traumatic brain injury (TBI) targeting thresholds of physiologic
variables challenges the clinical utility of existing approaches and highlights the need for new patient
management strategies in acute brain trauma. Medical informatics is a multidisciplinary field that focuses
on solving clinical problems using techniques from various quantitative disciplines including engineering,
statistics, and computer science. They are proven to be useful in solving problems in the omics domains, but
less popular in TBI research. In this chapter, some of the applications of medical informatics in TBI research
are discussed. First, we discuss the need for patient-specific threshold of physiologic metrics rather
than population based metrics. The role of cerebral autoregulation (CAR) and recent techniques to
measure a patient’s CAR status and the utility of CAR in clinical practice are discussed. Second, we focus
on two important subfields of informatics – supervised and unsupervised machine learning – and their
applications in ABI research. Machine learning (ML) is a powerful tool that is widely used in the discovery
of patterns in large datasets and in the development of predictive models. We discuss some of the
applications of ML in TBI research; ranging from the prediction of ICP hypertension to discovery of
patterns. Also, recent advancements in our ability to store large quantities of data and the availability of
cheap processing power has spawned the era of ‘big data’. ‘Big data’ made huge impacts on different fields
including genomics and proteomics. We discuss recent advancements in this field and the need for large
databases for TBI research. As the condition of each patient is unique, there is a need for a transition to a
‘personalized-medicine’ approach, where the management protocol for each patient is unique and is based
on the patient’s status, rather than a guideline-based approach. Techniques from informatics applied to TBI
research can aid this transition.

Key words Continuous physiological monitoring, Machine learning, Data mining, Bioinformatics,
Signal processing, Multimodal monitoring

1 Introduction

Traumatic brain injury (TBI) is a devastating disease affecting
1.7 million people in the United States annually and is a significant
burden to society. Several high profile clinical trials targeting
thresholds of physiologic measures to avoid secondary brain injury

Amit K. Srivastava and Charles S. Cox, Jr. (eds.), Pre-Clinical and Clinical Methods in Brain Trauma Research, Neuromethods,
vol. 139, https://doi.org/10.1007/978-1-4939-8564-7_14, © Springer Science+Business Media, LLC, part of Springer Nature 2018
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after TBI have failed. The findings from these trials have challenged
the clinical utility of threshold-based treatments and have ques-
tioned our usage of traditional statistical methods in acute brain
injury (ABI) research. Traditional approaches are reductionist i.e.,
attempting to address a complex disease like TBI by controlling a
single physiological variable or pathway. These failures have high-
lighted a need for the development of systematic approaches that
accounts for the complexities inherent in the disease. Secondly, we
need better methods of categorizing ABI patients on a patient-
specific and injury-specific level. Each injury is unique in type and
severity, therefore a ‘personalized medicine’ approach that is tai-
lored to the specifics of managing a particular patient is required.
Finally, to make advancements in ABI research, hardware and soft-
ware infrastructure to collect, store and analyze large amounts of
data is needed.

In this chapter we discuss methods from the field of informatics
and its applications in ABI research. Informatics is a science that
focuses on developing techniques for efficient storing, retrieval, and
processing/analyzing data with the goal of deriving useful and
actionable information. It is a cross-disciplinary field involving
ideas from computational, signal processing, engineering, mathe-
matical, and statistical methods. The application of informatics
techniques to address problems in medicine is called ‘medical infor-
matics’. There are several subfields within medical informatics, and
a detailed treatise on all of them is beyond the scope of this chapter.
We will discuss specifically applications of informatics in the analysis
of continuously obtained high-frequency continous physiological
data/variables (CPV), discovery of patterns in data and develop-
ment of predictive models. First, we will discuss the limitations in
existing techniques that are used in the analysis of physiological
variables and the recent advancements in the analysis of CPVs.
Second, we will discuss machine learning (ML), a field of artificial
intelligence that focuses on discovery of patterns in datasets and the
development of mathematical models that can predict adverse
complications or outcomes in patients. The final part of the chapter
will discuss the data infrastructure, software tools and unmet needs
of ABI research.

2 Threshold Based Approach vs. Personalized Medicine Approach

The primary trauma event can trigger secondary responses such as
vascular engorgement, obstruction to cerebrospinal fluid, or cere-
bral edema, which can result in an increase in the intracranial
pressure (ICP) which can further exacerbate injury spread and
worsen clinical outcomes. Parenchymal ICP monitors and extra
ventricular catheters are typically used to measure ICP. 5–15 mm
of Hg is considered the optimal ICP; an ICP of >20 mm Hg for
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more than 5 min is considered intracranial hypertension and
requires clinical intervention. However, recent clinical trials on
managing ICP have not shown promising outcomes. The Bench-
mark Evidence from South American Trials: Treatment of Intracra-
nial Pressure (BEST:TRIP) trial reported that TBI subjects who
had an ICP monitor and were managed for ICP crisis did not do
significantly better than a control group that was only managed
with imaging and clinical examination without ICP monitoring. In
another clinical trial—Decompressive craniectomy in diffuse trau-
matic brain injury (DECRA)—155 severe TBI subjects were
randomized to either undergo a bifrontotemporoparietal decom-
pressive craniectomy (to manage raised ICP) or standard care. The
group assigned to the craniectomy procedure did have decreased
ICP; however, the subjects had unfavorable outcomes although the
mortality rates between the two groups were similar [1]. The failure
of the BEST and DECRA trials have led to the questioning of
threshold-based metrics (for e.g., 20 mm of Hg) and suggests a
need for a more patient-specific approach. What is considered an
‘optimal range’ for a physiological parameter can be different for
each patient. A shift in research focus to a patient-specific target
range—rather than absolute thresholds—could lead to discoveries
of better strategies in managing ICP in ABI patients.

Individualized-ICP approach: Several informatics techniques have
been used to address the limitations of threshold-based therapies.
The ICP waveform is a continuously fluctuating signal, and
research has focused on analyzing these waveforms using signal
processing techniques [2, 3]. Different techniques including indi-
vidualized thresholds, morphological feature extraction, and
advanced spectral analysis methods have been developed for the
analysis of ICP waveform.

Individualized thresholds of ICP based on the cerebral auto-
regulatory status (which is quantified by the PRx—the pressure
reactivity index) has been proposed as an alternative to universal
thresholds. The PRx is the moving correlation between the ICP
and MAP and takes values between �1 and þ1. PRx values close to
zero is indicative of an intact autoregulatory status. By plotting the
ICP and the PRx, the values of PRx for different measures of ICP
were visualized and the ICP range for which the PRx was &lt;0.2 is
considered an optimal value. Deviations from the calculated indivi-
dualized ICP-thresholds were better predictors of mortality and
6-month outcomes than the universal threshold-based metrics [4].

Themorphological technique involves analyzing the shape of the
biologic signal of an ICP waveform which consists of: arterial pulsa-
tion (P1), intracranial (P2) compliance, and aortic valve closure (P3).
An advanced automatic informatics method called the ‘Morphologi-
cal Clustering Analysis Algorithm’ utilizes the morphological char-
acteristics of these waveforms and can forecast ICP hypertension.
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The algorithm used 24 extracted variables—including mean ICP
value, the slope of the waveforms, the decay time, and the distances
between the pulses—and was able to predict ICP hypertension a few
minutes before the onset (with specificity of 0.97 and sensitivity of
0.8) [5]. Predicting the occurrence of ICP hypertension prior to its
onset will allow for physicians to initiate prophylactic treatments with
the goal to preventing it.

The spectral (or frequency) analysis of the waveform provides
information on repetitive (frequency) components of the ICP
waveform. Since ICP waveform is a continuous and a periodic
signal, appropriate signal transformation techniques can be used
to convert the time-domain signal into a frequency-domain signal
and isolate the ‘frequency’ components in the waveform. In a study
investigating the spectrum of the ICP, the authors identified three
major frequency bandwidths (0.2–2.6, 2.6–4.0, and 4.0–15 Hz)
in patients with hydrocephalous and were able to leverage the
spectral power in the frequency bands to predict shunt failure
[6]. These techniques have shown promise in TBI research as well
[7]. The ICP waveform has rich dynamics and multiple techniques
to analyze the waveforms offer better alternatives to threshold-
based targets.

Cerebral autoregulation: Cerebral autoregulation (CAR) is the
ability of the brain’s vasculature to adapt its resistance to ensure
consistent blood flow irrespective of the mean arterial pressure
(MAP). However, CAR can be compromised in TBI resulting in
hypoperfusion or hyperperfusion which can cause secondary neu-
rological injuries and poor outcomes [8]. The target cerebral per-
fusion pressure (CPP)—the difference between the MAP and
ICP—is typically around 50–70 mmHg in adults [9] and
45 mmHg in pediatric TBI population [10]. However, this univer-
sal target for CPP may not necessarily be the optimal value for all
patients. The optimal CPP (CPPopt) is both a patient-specific and a
dynamic value; maintaining the CPP close to CPPopt has been
hypothesized to result in better patient outcomes [11] and is
increasingly becoming an important component of neuromonitor-
ing [12]. Different concepts and methods of CPPopt has been
proposed [12–15]. The pressure reactivity Index (PRx) is the
most commonly used CAR measure [16]. PRx is defined as the
continuous Pearson’s correlation coefficient of the 10 s windows of
ICP and ABP over a moving window with 80% overlap [17]. Unfa-
vorable outcomes in brain trauma patients were directly associated
with the magnitude of the deviation from CPP and PRx-derived
CPPopt [18]. Since some institutions do not have the capacity to
collect continuous high-frequency data, several low-frequency
minute-by-minute [19] measures of the PRx have been proposed
and have been found to be as effective as the high-frequency
PRx-based CPPopt measures [15]. There is increasing evidence
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from practice that optimizing cerebral regulation can result in good
outcomes [11, 20] and CAR measures provides a very concise,
meaningful and precise description of the patient’s cerebral
vasculature.

3 Machine Learning in ABI Research

Due to the ease in which data can be stored and retrieved, large
datasets often involving hundreds of patients and thousands of
variables are increasingly available to clinicians and researchers.
The variables within these datasets could have complex associations
with each other and traditional statistical tools are often inadequate
in deciphering “hidden” patterns and thus limiting our under-
standing of the disease. These datasets could contain valuable
knowledge that go undiscovered without the application of appro-
priate techniques. Another challenge is the development of compu-
tational models that could learn from previous datasets to identify a
future patient’s risk of developing secondary injuries and complica-
tions prior to the onset of clinical symptoms. Such a computational
model employed by the bedside could potentially warn the physi-
cian of a patient’s impending risk of a complication, prior to its
onset, thus providing the physician valuable time to intervene and
administer prophylactic care that can prevent the onset of the
complication. Machine Learning (ML) is a branch of artificial intel-
ligence that deals with developing computational models that are
useful in discovering “knowledge” from larger datasets and make
predictions on impending complications. There are two main sub-
types of machine learning models: unsupervised and supervised.
Unsupervised learning (or data mining) is a type of ML model that
is useful in drawing inferences from high-dimensional datasets
without labels. These are useful is extracting “knowledge” from
large datasets by uncovering complex associations between the
variables. Supervised learning is a type of ML model that is useful
in developing models that can predict an impending event. The
applications of both types of models/algorithms in ABI are
discussed.

Unsupervised Learning: Unsupervised learning algorithms are a
class of machine learning algorithms that are useful in discovering
patterns and clusters within the dataset. The input to an unsuper-
vised model is an unlabeled dataset which may consist of several
patients and many variables. Figure 1 shows the output of a ‘hierar-
chical clustering’ algorithm (an unsupervised learning method)
whose input was 28 patients with 18 variables. The model “discov-
ered” three groups of patients (A, B and C) who had similar
physiological characteristics (Fig. 1: left dendrogram). It also
grouped the physiological variables that were similar to each other
(Fig. 1: top dendrogram).
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The user can then deconstruct the results to reason out why
some patients and some physiological variables were grouped
together. For instance, the model, as expected grouped ABP (sys-
tolic and diastolic) and MAP together as they are physiologically
similar. However, the rationale for the grouping of the patient may
not be straightforward. The user may have to reason the algo-
rithm’s decision to cluster these patients and through the reasoning
process may gain insights that are not straightforward. There is no
limit to the number of patients or the number of variables the
clustering algorithm can handle; however, if the dataset is very
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Fig. 1 A heat-map based on a self-organizing hierarchical clustering algorithm groups patients who have
similar physiological characteristics’. This technique is routinely used in genetics to cluster genes with similar
functionality. But in this particular heat-map, the physiological variables from 28 patients were used. The
algorithm discovered three groups of patients (A, B and C). The patients within each cluster were similar in
their physiological profile. Such analysis is useful in deciphering high-dimensional data sets with a lot of
variables and very few patients; as in the case of neurocritical informatics. Abbreviations: ABP arterial blood
pressure, CPP cerebral perfusion pressure, ETCO2 end tidal carbon dioxide, ICP intracranial pressure, MAP
mean arterial blood pressure, O2 oxygen, PbtO2 brain tissue oxygen tension, PEEP positive end-expiratory
pressure, SpO2 systemic oxygen saturation. Sorani, M.D. et al. Neurocrit Care 7, 45–52 (2007)
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large, the output of the algorithm and the heat-map will be chal-
lenging to interpret.

Correlational network analysis is another type of informatics
tool that is useful in deciphering relationships in systems involving
very large number of variables. This technique has been previously
used in the analysis of omics data from other domains. For instance,
inflammation after brain injury is an active area of research and the
role of several cytokine biomarkers and their relationships to clinical
outcomes are being investigated. One major limitation in several
studies exploring inflammatory biomarkers is that the statistical
methods typically used to compare concentrations of one cytokine
across different outcome groups (e.g., good vs. poor) are reduction-
istic. However, the inflammatory response after injury is a complex
process involving several associations between the cytokines. A
nontraditional informatic technique called weighted correlation
network analysis (WGCNA) [21] is useful in elucidating the associa-
tions between large number of variables. The WGCNA technique
represents associations between cytokines as a network comprising
of nodes and edges. The cytokines are represented as the nodes and
the Pearson’s correlation coefficient between any two cytokine that
is above 0.6 is denoted as an edge. In our unpublished study
investigating peripheral inflammatory activity after TBI, we col-
lected serum samples from 87 TBI patients within 24 h after admis-
sion and determined the concentration levels of 40 pro- and anti-
inflammatory cytokines using a multiplex assay. We compared the
concentration levels of the different cytokines between patients who
had poor and good outcomes. We found that at <24 h after TBI,
serum concentrations of seven cytokines—EGF, IL10, IL13, IL6,
MCP3, MIP1α, TNFβ—were significantly higher in patients who
proceeded to have poor clinical outcomes. Additionally, to under-
stand the complex interactions between these cytokines, we used
WCNA analysis to plot the ‘inflammatory network’ for the good
(Fig. 2, left) and poor (Fig. 2, right) outcome groups. On visual
inspection, the differences in the ‘inflammatory network’ between
the two groups were stark. As seen in Fig. 2, the number of correla-
tions in the poor outcome group (red labels) weremuch higher than
the good (green labels) outcome group suggesting an increased
inflammatory response in patients with poor outcomes.

Interestingly, many cytokines which did not show up as signifi-
cant in the statistical analysis were in fact highly correlated with
several other cytokines in the networks signifying its importance.
Similarly, several cytokines formed ‘tightly knit’ groups within each
outcome group (not shown in figure) suggesting the activation of
distinct inflammatory pathways across the groups. Our results sug-
gest that in addition to examining the expression levels of individual
cytokines, investigating the associations between cytokines and
identifying clusters offers more insight into the TBI
pathophysiology.
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Supervised learning algorithms: Supervised learning algorithms are
a class of ML algorithms that can automatically learn from a dataset
and make future predictions on unseen data. The variables can be
obtained from any data source including radiographic images,
physiological monitors, labs and clinical information. The labels
are usually adverse and preventable clinical events (such as onset
of seizure, ICP crisis, ischemia and edema) that are adjudicated by
an expert. It is preferable that the ‘variables’ chosen for a machine
learning training procedure should be intuitively associated with
the event being predicted. For instance, the variables that are most
relevant in a model predicting a patient’s risk of heart disease are
high blood pressure, high cholesterol and smoking; the inclusion of
these features in the model will enhance model performance. The
algorithms themselves have several parameters that are self-
adjustable. When presented with the training data, the parameters
of the algorithms change in iterative steps (a process which we call
iterative learning), becomes better and better and finally converges
into an optimal set of values that enables the model to make best
predictions. These data-driven algorithms are not constrained by
either the number of variables or labels; they have been successfully
used in diverse domains such as handwriting recognition, email

Fig. 2 The serum cytokine networks of TBI patients with good (green) and poor clinical outcomes (red) at
discharge. Serum samples were drawn from 87 patients at <24 h of admission. The serum was analyzed
using a multiplex assay to determine concentration levels of several cytokines implicated in the pathophysi-
ology of acute brain injury. Using WCNA analysis, cytokine inflammatory networks were constructed to
visualize correlations between the cytokines. Subjects with poor clinical outcomes (right) have very high
network connectivity compared to subjects with good clinical outcomes (left). Network-based approaches are
typically used in other domains where a large number of variables are under investigation (e.g., cancer
research). The adaptation of such approaches in TBI research could accelerate our understanding of the
disease and lead to discovery of inflammatory pathways associated with TBI pathophysiology (Savarraj et al.,
unpublished)
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spam filtering, and self-driving cars. Since ML algorithms can exe-
cute quickly, they can be trained to make continuous assessments in
real-time as well [22].

ML algorithms are increasingly being used in critical care med-
icine, particularly in the field of cardiac monitoring
[23–25]. Recently, ML algorithms have shown promise in identify-
ing patients at-risk of sepsis and septic shock using a variety of data
sources [26–33]. Within the field of neurocritical care, ML algo-
rithms have been used in proof-of-concept studies to predict
delayed cerebral ischemia (DCI), a very serious secondary compli-
cation in patients with subarachnoid hemorrhage [34–36]. For
example, ML algorithms used variability measures from continuous
ECG obtained <48 h of admission to predict DCI 24 h prior to
onset with high sensitivity (87%) and good specificity (66%)
[34]. In TBI research, ML studies have previously focused on
identifying mild TBI from radiological images [37–39] and pre-
dicting long-term recovery and outcomes after discharge [37, 40,
41]. These models are being increasingly used in the analysis of
continuous signals as well. In particular, the ML models have been
used in the prediction of ICP hypertension. In a multicenter study
involving 264 TBI patients across 11 countries, minute-by-minute
ICP and MAP data was used to predict episodes of ICP crisis
30 min prior to crisis onset [42]. In a study involving 817 subjects
with severe TBI, an algorithm using only five variables was able to
predict ICP hypertension and PbtO2 crisis 30 min prior to onset
with an AUC of 0.86 and 0.91 [43].

Generalizability of an algorithm is an important criterion in the
assessment of its performance. Algorithms may work well with the
dataset they were trained upon (perhaps obtained from a single
center) but fail to achieve good performance on unseen data.
Generalizability can be achieved be using larger data sets from
multiple centers—larger data sets have more variance. The choice
of algorithm and variables is crucial. Unfortunately, there is little a
priori knowledge as to which algorithms and variables are optimal
for each situation. Computational expertise and repeated trial-and-
error approach are required to determine algorithms that are most
suited for a particular prediction problem. The choice of variables is
typically decided by a clinical domain-expert to reduce redundant
and meaningless variables. Implementation of a successful ML
project is a multidisciplinary effort requiring active collaboration
among physicians and informaticians. A schematic of a typical ML
pipeline is show in Fig. 3.

The performance of the algorithms and consequently the qual-
ity of the results obtained is dependent on the quantity of data
available for training. Larger the dataset available, better are the
developed models. Due to the rapid decrease in the cost of storage
and networking components, large quantities of medical data are
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readily available for use. The field of ‘Big data’ refers to the efforts
that focus on the collection, organization, storage—and the
research and development of tools—to extract knowledge and
insights from large quantities of data. The discovery of new knowl-
edge from large datasets could improve efficiency, lower costs and
change practices. ‘Big Data’ is characterized by the five Vs: the
Volume, Velocity, Variety, Veracity, and Value of the data. The
neuro-ICU is a source for a large Volume of data that includes
medical and pharmaceutical records, radiological images, physio-
logical signals from monitors and more. The advent of EMR has
tremendously aided the digitization and archival of large patient
records which can be extracted easily for further research and
analysis [44]. The Velocity of the data, especially from the invasive
and noninvasive physiological monitors (including EEG) that con-
tinuously monitor the physiological status of the patient, is very
high. Efforts to implement infrastructure that can handle streams of
high velocity data in the neuro-ICU is underway [45, 46]. The
Variety of the data available in the neuro ICU is increasing; data
from a plethora of sources including imaging, clinical status and
physiological monitors are available. As the push towards persona-
lized medicine grows, in the future, genomic, proteomic and

Fig. 3 A typical machine learning pipeline begins from the acquiring of raw data from several patients that is
validated by a physician, followed by data cleaning and normalization procedures. The feature extraction often
required clinical-domain expertise and the training of the computational model requires technical expertise.
The developed model is then cross-validated using the appropriate cross-validation schemes and the models
are tested to evaluate its performance prior to integration into a bedside system
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metabolomic data will influence the clinical decision making pro-
cess [47, 48]. The Veracity of clinical data is a significant problem
[49]. As with any human-driven efforts, the arduous process of data
collection can be characterized by errors. In addition, variability in
practice andmanagement protocols among institutions may further
exacerbate these challenges. However, efforts to standardize data
collection in ABI are underway [50]. The Value that “big data”
could bring to the neuro-ICU is still unclear. While data-driven
approaches are in the rise, clear and definite goals and metrics
should be used to evaluate the utility of the technology. These
issues provide challenges and opportunities to change the field of
neurocritical monitoring and ABI research [51].

4 Neuromonitoring Software and Data Repositories

Several commercially available software systems are used for neuro-
monitoring and research. The University of Cambridge based
ICMþ is one of the oldest and most widely used real-time neuro-
monitoring software [52]. Another ‘plug-and-play’ approach for
real time monitoring without the need for complicated setup has
been developed by Moberg ICU Solutions [53]. It is a standalone
product that is both easy to use and a has a highly customizable
platform that can be adapted to suit individual patient monitoring
needs, match study goals, and archive data for off-line analysis. It is
being used clinically for individualized therapy [54], to monitor
cortical spreading depression [55], ICPmonitoring [56] and more.
IBM healthcare, a division of IBM corporation, has developed a
streaming analytics tool called the Real Time Analytic Processing
(RTAP) with InfoSphere Streams that can use specialized applica-
tions to analyze physiological data in acute brain trauma
[57]. Recently, some specialized tools have been developed that
are useful for both patient monitoring and large-scale data archiv-
ing and analysis. DECISIO is an ICU monitoring platform that is
both customizable and useful for off-line analysis of collected data
as well (www.decisiohealth.com). It has a modifiable display plat-
form that can be tailored to suit the monitoring needs of that
patient (Fig. 4).

“Sickbay” is a product that employs clusters of distributed
servers to store terabytes of continuous physiological data for easy
retrieval and analysis (http://medicalinformaticscorp.com/). One
major challenge in analytics is the rapid deployment and adaptation
of an algorithm from one institution to another. For instance, if one
research group discovers an efficient way to monitor a physiologic
variable or predict complications, it is often required to test this
application in other centers to prove generalizability prior to uni-
versal adaptation. Currently, an ecosystem that can facilitate this
does not exist. An “open source” development platform that would
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allow users from different institutions to use a common platform to
share data and develop their own “apps” is required. Such ecosys-
tems are in place for smartphones where an app developed by one
user can be easily used by several others provided that the app meets
a certain standard. Such an ecosystem in TBI research would accel-
erate the prototyping-to-bedside deployment cycle.

TBI data repositories: The availability of large-scale, multisite, open
source data repositories has advanced research in many diseases.
The Alzheimer’s Disease Neuroimaging Initiative—an open-source
repository of common data elements including clinical informa-
tion, neuroimages, biospecimens, and genetic data—has greatly
advanced research in Alzheimer’s disease and has led to better
design of clinical trials as well [58, 59]. Several data repositories
for TBI research exist including the TRACK-TBI [60], the
European-based CENTER-TBI [61], IMPACT [62] and FITBIR
[63]. These databases contain comprehensive datasets including
patient demographics, outcome assessment, images and biomar-
kers. However, continuous physiological signals are not available,
limiting the potential to discover new physiological biomarkers.
Physionet is a publicly available database that contains continuous

Fig. 4 Development of a bedside integrated visualization of a TBI patient’s autoregulatory status developed in
collaboration with the DECISIO monitoring system. (Left) the plot between ICP and MAP over a period of 12 h
fitted with a Lowess curve. The continuous evaluation of CPPopt using the PRx vs. CPP plot over a period of
12 h (right). For this TBI patient, during the most recent 12 h of the ICU stay (shown in the figure), the CPPopt
was around 78 mmHg. The management protocol was not altered to maintain the patient’s CPP close to
78 mmHg (CPPopt) as the purpose of the collaboration was a proof-of-concept of the rapid deployment from
research to bedside deployment of advanced monitoring algorithms
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physiological signals from the ICU, but it is not limited to any
specific pathology [64]. The brain trauma population within Phy-
sionet is small and can lack clinical information, images and bios-
pecimens. Amore TBI-specific repository within Physionet is under
development [65]. The only exclusive database containing physio-
logical variables from TBI patients is the BrainIT project from
Institute of Neurological Sciences in Glasgow which maintains a
data repository of over 250 brain trauma patients from 22 cities and
11 EU countries [66]. A large-scale data repository solely for TBI
research that includes physiological signals as well would greatly
advance brain trauma research.

Conclusion: The failure of clinical trials targeting universal thresh-
olds of physiological measures has emphasized a need for “preci-
sion-based” approaches in managing ABI patients. Informatics
approaches are useful in the development of physiological targets
that are injury specific. Unsupervised learning methods and net-
work visualization can uncover patterns and extract knowledge
from large datasets. Supervised machine learning models can be
trained to predict secondary complications prior to symptom onset.
There is an unmet need for data repositories for ABI patients that
include continuous physiological signals.
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Chapter 15

Rapid Detection and Monitoring of Brain Injury
Using Sensory-Evoked Responses

Jonathan A. N. Fisher and Cristin G. Welle

Abstract

There is currently a dearth of quantitative biomarkers for traumatic brain injury (TBI) that can be rapidly
acquired and interpreted in active field environments. Clinical imaging, via computed tomography
(CT) scan or magnetic resonance imaging (MRI), in combination with a clinical examination, is currently
the “gold standard” for diagnosing TBI. These technologies, however, require extended imaging sessions
and are rarely available during the peak therapeutic window following injury. Moreover, mild TBI (mTBI)
often does not present with structural damage that can be detected by CTorMRI imaging. Techniques that
probe neurophysiological function, however, present an opportunity to directly and rapidly assess brain
health following head impact. One of the most basic roles of the CNS is to register and parse sensory stimuli
from the environment. This process relies on an intricate feedback network that involves a multitude of
widely distributed brain structures, and subtle perturbation in brain health can have a dramatic effect on
afferent relay and processing of sensory information. In this chapter, we describe recent preclinical
approaches for rapidly detecting and monitoring TBI using sensory-evoked physiological biomarkers,
particularly somatosensory-evoked electrophysiological and hemodynamic responses. With an eye toward
clinical implementation, we focus our discussion on measurements that can be achieved noninvasively.

Key words Traumatic brain injury, Biomarkers, Somatosensory-evoked potentials, Epidermal elec-
tronics, Diffuse correlation spectroscopy, Cerebral blood flow, Animal models

1 Introduction: Sensory Systems Following Traumatic Brain Injury:
“Canary in the coalmine”

In emergency medicine, there is a well-known principle of the
“golden hour,” the 60 min following an out-of-hospital traumatic
injury within which rapid medical intervention can have a positive
impact on medical outcome [1]. Although the precise duration is
debated [2, 3], timely transport to a hospital after a head injury is
essential for preventing sequelae such as edema, increased intracra-
nial pressure, and cerebral dysautoregulation [4, 5]. Clinical exam
and CT imaging are currently the gold standard for traumatic brain
injury (TBI) diagnosis, but these typically take place within a clini-
cal setting, hours to days following injury. There remains a need for
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rapid, point of care determination of injury to take place outside of
the clinical environment to allow for immediate diagnostic and
triage decisions. In active field settings such as professional sports
or military operations, helmet-mounted sensors that measure accel-
eration, pressure, or impact force [6–8] offer possibilities for
detecting and quantifying events that could lead to head injury.
Although monitoring mechanical force can inform decisions on
whether an exposed individual should be removed from action,
mechanical signals alone cannot unambiguously report on injury.

Techniques that probe neurophysiological function present an
opportunity to directly and rapidly assess brain health following
head impact. Afferent sensory transmission and processing relies on
an intricate feedback network that involves a variety of brain struc-
tures as well as interhemispheric interaction. Subtle perturbation in
brain health due to injury can have a dramatic effect on these
sensory networks. Alterations in long-range functional connectivity
have been traced with magnetoencephalography [9–11] and func-
tional magnetic resonance imaging (fMRI) [12, 13]. The integrity
of these systems can be probed through sensory-evoked responses,
which may therefore serve as a “canary in a coalmine,” following
the metaphor of the use of a physiologically sensitive sentinel
species for detecting hazardous conditions. In this chapter, we
review recent findings on the effects of TBI on sensory-evoked
responses, the underlying cellular and biochemical cascades that
lead to these dysfunctions, and discuss methodology that is capable
of noninvasively detecting these functional biomarkers for TBI
in vivo.

2 Pathophysiology of Sequelae within the First 24 h of a TBI

A major challenge associated with quantitative detection of TBI,
particularly in the case of mTBI, is that the resulting pathological
processes evolve rapidly and the window for early detection is
narrow. The event of a TBI initiates a complex set of cellular and
molecular reactions that can be broadly divided into an acute phase,
which occurs at the moment of injury, and a secondary chronic
phase that involves cascades of processes initiated by the original
neurological insult [14, 15]. In the acute phase, the rapid energy
depletion associated with disrupted cerebral blood flow (CBF) and
mechanical shearing of neurons dramatically increases extracellular
K+ and glutamate concentrations [16, 17]. Concomitant depolari-
zation and neurotoxic effects due to elevated glutamate levels
rapidly perturb network activity in the traumatized region
[18, 19] and trigger a panoply of rapidly progressing adverse
events. For example, initial cytotoxic edema is followed by the
onset of vasogenic edema within the first few hours [20, 21]. On
a longer timescale, TBI also evokes a neuroinflammatory response,
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which involves resident and peripherally derived inflammatory cells
that respond to injury and participate in repair [22, 23]. Ultimately,
the inflammatory response, which upregulates pro-inflammatory
cytokines and chemokines [24, 25], can lead to axonal and neuro-
nal degeneration, and the accumulation of tau protein [14, 15,
22]. Blast-exposed mice, for example, demonstrate phosphorylated
tauopathy, myelinated axonopathy, microvasculopathy, chronic
neuroinflammation, and neurodegeneration in the absence of mac-
roscopic tissue damage or hemorrhage [26, 27]. Overall, TBI
therefore poses challenges for clinicians at all phases of injury
management, from neurosurgical intervention within the first few
hours of head injury up through later phase, outpatient assess-
ments, and therapy months or years after the primary injury.

3 Sensory-Evoked Electrophysiological Potentials

The electroencephalogram (EEG) is a powerful potential tool for
rapidly diagnosing brain injury [28]. While electrophysiological
signals are far from being considered a gold standard for the diag-
nosis of traumatic brain injury, their value as quantitative indicators
of brain injury has been explored in a research setting for decades
[29, 30]. Quantitative EEG (qEEG) exploits both spectral and
spatiotemporal dynamics of ongoing EEG activity recorded at mul-
tiple locations over the scalp following a head injury. Although
clinical implementation remains controversial [31], commercial
devices that utilize qEEG for diagnosing TBI are used in clinical
investigation [32] and are gaining increased acceptance. qEEG
algorithms produce a discriminate score with a sensitivity of >90%
and specificity of ~60%, significantly better than diagnosis based on
hematoma detection on a CT scan [33, 34]. Recent studies suggest
increased diagnostic accuracy for detection of mild injury, even with
no hematoma visible on CT images [35–37].

A limitation of using ongoing EEG to monitor brain health is
that it requires a relatively controlled environment in order to
minimize external noise sources that can distort electrical signals.
An alternative, time-domain metric for probing the integrity of
sensory systems is by means of sensory-evoked electrophysiological
potentials, or EPs. EPs consist of a series of electrical “waves” of
alternating polarity that are triggered by sensory stimuli and reflect
sequential activation of sensory processing structures in the ner-
vous system. EPs such as somatosensory-evoked potentials
(SSEPs), auditory brainstem responses (ABRs), and visual-evoked
responses (VERs), are standard diagnostic clinical assays. Because
these potentials are triggered, this affords the ability to increase the
signal-to-noise ratio by stimulus-locked analysis, thereby alleviating
the impact of artifact due to factors such as motion. This permits
responses to be resolved in severe conditions and environments that
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feature significant electrical, mechanical, and physiological noise.
A prototypical example of an SSEP, recorded from a mouse, is
shown in Fig. 1a. EPs are used for aiding neurological assessments
to confirm and localize neural abnormalities, to identify clinically
“silent” lesions, and to monitor functional recovery over time

Fig. 1 The effect of TBI on somatosensory-evoked potentials (SSEPs). (a) SSEP
recorded from a mouse under light anesthesia (0.5% isoflurane) upon electrical
stimulation of the median nerve. The prominent peaks P1, N1, and P2 occur at
temporal latencies that are well-established in the literature. The trace repre-
sents the average of 120 individual-evoked responses, and electrical stimulation
was delivered at 3 Hz. (b) SSEPs recorded before, immediately after, 10, 30, and
60 min following delivery of a series of high-intensity focused ultrasound (HIFU)
pulses administered to the frontal association cortex. The recording location was
directly above the region of somatosensory cortex where the forelimbs are
represented. (c) SSEPs recorded before and after controlled cortical impact
(CCI) administered in frontal association cortex
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[31, 38]. Following severe TBI, abnormalities in EPs correlate with
a poor prognosis for survival [39, 40] and are in fact more sensitive
predictors of an unfavorable outcome than pupillary reflex, EEG,
and even CT [41].

Recently, the use of cortical SSEPs to detect and subsequently
monitor head injury has been explored in preclinical models of blast
injury [42, 43] and controlled cortical impact [44]. Following
either TBI model, the average amplitude of evoked peaks of laten-
cies less than 100 ms fell more than an order of magnitude imme-
diately following injury. The peaks gradually reemerged above the
noise level over the course of ~60 min (Fig. 1b, c), yet with some
differences between the two injury models. In both models, P2
displayed a significant delay post-injury post injury which did not
recover within 1 h. However, CCI additionally induced significant
temporal delays in both P1 and N1; these latencies recovered to
baseline values within 30 min.

All sensory systems in the brain feature extensive networking
and myriad layers of feedback. Consequently, injury can alter sen-
sory responses recorded at locations distal to the primary mechani-
cal insult. This is advantageous for real-time detection of injury
given that sensor placement will not necessarily coincide with a site
of primary impact. As an example, Fisher et al. (2016) observed
hemispheric asymmetries in the SSEPs that became apparent rap-
idly following injury. Specifically, SSEPs evoked on the hemisphere
contralateral to injury were larger in amplitude (albeit of altered
waveform) (Fig. 2). This asymmetry became more pronounced
over the course of an hour after injury, and ultimately the uninjured
hemisphere exhibited SSEP amplitudes that surpassed baseline
responses. Such interhemispheric asymmetries in SSEP recovery
may be due to suppression of transcallosal inhibition (TCI),
which normally tempers cortical excitability [45]. In the cortex,
GABA-ergic projection neurons provide inhibitory input to
corresponding areas of contralateral cortex via the corpus callosum
[46]. Damage to one hemisphere can compromise TCI, as a loss of
action potential generation on the injured hemisphere results in
contralateral depolarization [47]. This effect has been observed in
human subjects following TBI and stroke [48].

4 Hemodynamic Biomarkers for TBI

Functional cerebral blood flow (CBF) offers another window for
probing the integrity of sensory systems following injury. Sensory-
evoked CBF and local tissue oxygenation dynamics reflect an inter-
play between CBF and changes in the cerebral metabolic rate of
oxygen (CMRO2), both of which are susceptible to alteration
following acute injury. A major repercussion of traumatic injury in
the brain is an ensuing mismatch between oxygen supply and the
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considerable neural metabolic demand [49, 50]. The primary
mechanical injury, for example, can alter the vascular network that
delivers oxygen to the parenchyma and, simultaneously, can alter
neural activity and metabolic rate through a wide spectrum of
mechanisms, including mechanical shearing [51] or excitotoxicity
due to damaged glia [52]. Given that the brain consumes a large
fraction of the body’s total energy budget [53], even slight changes
in the efficacy of energy delivery can have grave consequences for
sensory-evoked responses. Additionally, measurements of CBF can
aid in early detection post-injury [54], relate to the severity of post-
concussive symptoms [55] and have prognostic value for TBI out-
comes [56, 57].

An example of the CBF response to brief somatosensory stimuli
is shown in Fig. 3a. The hemodynamic response features an initial
increase in blood flow that peaks ~9 s after the initial stimulus
(electrical stimulation of the median nerve, in this case), followed

Fig. 2 SSEPs recorded on the ipsilateral (red) and contralateral (blue) cortical
hemispheres, relative to the location of injury (using HIFU model of blast blast
injury). The traces represent responses to stimulation of the contralateral limb,
relative to recording location (stimulus ipsilateral to the recording locations
yielded no significant response). Both channels are referenced to an anterior
electrode. The recordings represent the average of 20 trials and are from one
representative experiment
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by a subsequent undershoot, which reaches a negative peak ~17 s
after the stimulus. The initial CBF peak reflects the influx of blood
flow recruited by local changes in neural activity [58], and, on the
timescale of days, its amplitude has been found to be reduced
following traumatic injury [59] and stroke [60].

Fig. 3 Somatosensory-evoked hemodynamic responses. (a) Optically measured
changes in relative cerebral blood flow (CBF) following electrical stimulation of
the median nerve. The trace represents the average of ten trials in one experi-
ment; blood flow is normalized to the average of CBF values recorded in the 4 s
prior to the stimulus onset, which is indicated by the arrow. (b) Snapshot of the
measurement timelines during event-related measurements. The red traces
depict simulated hemodynamic signals, which are broad compared with SSEPs
(note the timescale difference in the insets). (c) Sensory-evoked CBF responses
from forepaw stimulation for a representative experiment before and after CCI.
The CBF traces shown here represent the average of multiple stimulations
(average of ten trials pre-injury and five trials for each time point post-injury).
The black line is the average and the red error bars represents standard
deviation
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Using noninvasive optical techniques, Jang et al. (2017)
recently explored how TBI affects sensory-evoked CBF following
CCI. The authors monitored CBF during and after TBI using
diffuse correlation spectroscopy (DCS), which takes advantage of
the dynamic scattering properties of red blood cells to directly
measure flow [61]. Unlike laser Doppler measurements of flow,
which is the most commonmeasurement modality for CBF, DCS is
particularly sensitive to flow in the cortical microvasculature due to
the high absorption (and thus low probability of photon escape) in
larger blood vessels. DCS has been used to measure functional
hemodynamics associated with sensory stimuli and motor tasks
[62, 63], and has also been used to track baseline CBF following
brain trauma [64].

Compared side-by-side, Jang et al. found that CCI acutely
reduces the amplitude and alters the waveforms of sensory-evoked
hemodynamic (Fig. 3c) and electrophysiological responses
(Fig. 1c). Injury additionally alters the latencies of other waveform
features, such as the CBF undershoot. Despite being more sensitive
to injury than other features of theΔCBFwaveform, the initial peak
recovered at a relatively fast rate, and within 5–10 min following
injury, the peak amplitude had essentially recovered completely. In
contrast, the SSEP peaks are generally significantly slower to
recover, reflecting the extreme sensitivity of neural function to
slight perturbations in CBF.

5 Wearable Devices for Monitoring Sensory-Evoked Responses

While real-time monitoring of physiological signals, in particular
EPs, provides critical information regarding neurological health,
current measurement devices are typically too cumbersome to be
worn continuously. Flexible epidermal electronics [65], however,
are an alternative measurement strategy that offers the potential for
monitoring with a negligible level of user interface burden (Fig. 4).
The ease with which they can be applied, for instance via adhesives
in which electronic components are embedded, also makes them
attractive for potential use in emergency medical situations because
they can be disseminated potentially on large scale at low cost
[66]. Furthermore, their mechanical pliability makes them ideal
wearables for constant health monitoring for active, at-risk indivi-
duals such as athletes or Military Service members. In human
experiments, flexible electronics have indeed demonstrated stability
for detecting both rapid, sensory related potentials such as P300
[67], mismatch negativity [68], as well as for long-term recording
of ongoing EEG signals [69].

In general, SSEP recordings that are obtained with invasive
metal electrodes yield higher signal amplitudes than can be
obtained by flexible epidermal electrodes, because skin and skull
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both degrade and attenuate the signals detected at the scalp surface.
Figure 4b, c show a signal-to-noise ratio (SNR) comparison of
flexible epidermal electrodes and conventional invasive electrodes.
The noise levels recorded with the invasive electrodes were within
the same order of magnitude of those with flexible epidermal
electrodes, despite the invasive electrodes’ signal levels being

Fig. 4 Flexible epidermal electronics for detecting acute injury. (a) (left) Multiple flexible epidermal electrode
arrays on a silicon wafer during fabrication; (middle) A completed array on 3M Tegaderm™ medical
transparent film dressing; (right) A flexible epidermal array adhered to the skin, demonstrating its conformal
properties. (b) A representative average SSEP recorded with flexible epidermal electrodes (black, an average
of 25 evoked trials) and conventional invasive electrodes (orange, an average of 20 evoked trials). We define
the noise as the maximum peak-to-peak amplitude within the pre-stimulation period. (c) Signal-to-noise ratio
(SNR) comparison of flexible epidermal electrodes and conventional invasive electrodes. Signal and noise
levels of SSEPs, one for each animal. (Flexible: N¼ 14; Invasive: N¼ 8) The error bars represent the standard
error of the mean. SNR ¼ (peak-to-peak amplitude of the SSEP)/(peak-to-peak amplitude of pre-stimulation
baseline). (d) A representative time course of SSEPs recorded with a flexible electrode array before and after
HIFU, which served as a model of blast injury. Each trace is the average of 25 evoked trials. Electrical
stimulation pulses were delivered at 0.5 Hz
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approximately one order of magnitude higher; as a result, invasive
electrodes’ overall SNR was one order of magnitude higher. As
shown in Fig. 4d, using the same HIFU model as Fisher et al.
(2016), dynamic alterations in SSEPs were observed upon and
after injury, and the trends were largely identical to those obtained
with more invasive epidural electrodes.

6 Outlook for Clinical Implementation

While preclinical work is advantageous because it permits high-
throughput, controlled measurements before and after injury, vali-
dation must ultimately be performed through human studies.
There is currently strong evidence supporting such utility, given
that event related potentials [70] and mismatch negativity [71, 72]
are chronically altered in subjects with mTBI. Additionally, somato-
sensory- and motor-evoked potentials have been found to be sup-
pressed in the acute phase following severe injury [73–76].

Beyond demonstrating promise for wearable TBI detection
strategies, an attractive feature that emerges from recent preclinical
work is the possibility of quantitative mTBI diagnostics that do not
rely on pre-injury “baseline” measurements. During the period of
roughly 60 min following impact, even mild injury induces pro-
found, dynamic alterations in electrophysiological and hemody-
namic responses that are highly distinct from normal conditions.
These functional biomarkers are therefore well-suited for imple-
mentation in the context of critical early transport/triage decisions
when responding to a head injury of uncertain severity. Though
technically difficult, future experiments with human subjects in
active field settings are necessary for assessing the sensitivity of
SSEPs and sensory-evoked CBF to acute mTBI.
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Chapter 16

Advanced Neuroimaging Methods in Traumatic Brain Injury

Jenifer Juranek

Abstract

Advanced neuroimaging tools have become increasingly available to clinical MRI scanners in hospital
settings. Applying these noninvasive MRI tools to patients with traumatic brain injury, particularly in the
acute phase following injury, is not only clinically feasible, but is also the best way to capture information
about the pathophysiological processes underway in different brain regions. A high resolution multi-
weighted and multimodal MRI protocol for TBI can be completed within 25 min of scanner time. Such
a protocol would provide quantitative information about the extent and location of edema (cytotoxic vs
vasogenic), diffuse axonal injury, bleeds, and cerebral perfusion deficits. Future development of new
targeted therapies to prevent secondary injuries from molecular cascades which can have long-term effects
on patient outcome measures will likely be driven by characterizing each patient’s own neuroimaging
phenotype. After all, the current standard of care is tomedically manage the overt signs of robust secondary
brain injury such as an elevated neuroinflammatory response with subsequent cerebral edema leading to
elevated intracranial pressure and cerebral perfusion deficits. Since high quality multi-weighted and multi-
modal neuroimaging data have rarely been acquired in the acute phase following the primary brain injury,
the prognostic value of these sequences yielding relevant imaging biomarkers has yet to be explored.
However, precision medicine approaches continue to emerge across other disease states, so why not TBI?
The development of viable therapeutic targets (and elimination of therapies unlikely to be effective) in
treating secondary brain injuries (not just managing them) should benefit frommultivariate analyses of each
individual patient’s imaging phenotype, particularly during the acute stage when interruption/disruption
of biomolecular cascades underlying long-term impairments can potentially have the greatest impact on
preserving brain structure and function.

Key words TBI, MRI, DTI, SWI, pCASL, Multimodal image integration

1 Introduction

Neuroimaging methods of the brain have rapidly advanced over the
last 5 years. Even clinical MRI scanners in hospital settings are
benefiting from these technological developments. Whereas most
clinical scanners were unable to run high quality “research” proto-
cols due to rigid time constraints inherent with a hospital setting,
recent advances are making research quality MRI protocols
clinically feasible to aid in diagnosis, progress monitoring, and
evaluation of treatment efficacy over time. Multi-weighted and
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multimodal MRI protocol sessions which used to take an hour or
more can currently acquire high resolution images in ~30 min of
clinical scanner time. This milestone has significantly changed how
physicians can think about (1) assessing their clinical TBI patients,
(2) developing a treatment plan, and (3) evaluating treatment
efficacy via longitudinal progress monitoring which includes neu-
roimaging as a noninvasive tool. In this era of precision medicine,
determining a TBI patient’s prognosis and optimal treatment plan
has the potential to benefit the most frommultivariate evaluation of
clinically relevant variables. Previously, neuroimaging variables have
been underexplored in a multivariate context primarily due to
technical challenges of acquiring and analyzing such highly dimen-
sional data in a reasonable timeframe. TBI patients are particularly
challenging due to the uniqueness of their primary brain injury
(extent and locations of the brain impacted) and the complex
pathophysiological processes underlying a cascade of secondary
brain injuries, the sequelae of which can be quite devastating in
terms of long-term outcomes.

The advanced neuroimaging methods discussed below are not
just state-of-the-art, but importantly they are clinically feasible in
hospital settings. With less than 30 min of scanner time, clinicians
can acutely and noninvasively obtain quantitative information
regarding the location and extent of the following features of
brain injury which are likely to occur in TBI patients: edema type
(cytotoxic vs vasogenic), diffuse axonal injury, bleeds, and cerebral
perfusion deficits. Furthermore, this information can assist physi-
cians with their selection of the optimal treatment plan (and lead to
the development of new targeted therapies) for the best prognosis
given the neuroimaging phenotype of each individual TBI patient.

2 Materials

1. 3T MRI scanner with at least 30 min time slot for image
acquisition and a multi-channel phased array head coil for
implementing parallel imaging and sequence acceleration tech-
niques for faster acquisition times.

2. High capacity storage device for acquired and processed images
(~2 GB per MRI session).

3. Linux or Mac workstation for image processing and analyses.

4. DICOM to NIFTI converter software (dcm2niix; https://
github.com/rordenlab/dcm2niix/releases).

5. FMRIB’s software library (FSL; https://fsl.fmrib.ox.ac.uk/
fsl/fslwiki/).
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3 Methods

3.1 MRI Acquisition

Protocol: Multi-

weighted

and Multimodal

Images

Depending on the MRI scanner platform (e.g., Siemens, Philips,
GE), model (e.g., Prisma, Ingenia, Discovery), and software ver-
sion release installed on the scanner console, certain aspects of
specified parameters for each sequence will need to be “tuned” to
each individual MRI scanner to obtain optimal signal-to-noise and
contrast-to-noise images for quantitative analyses, with “research
keys” providing access to unlock more features and values than
systems without research keys. However, the most important char-
acteristics of a solid research MRI acquisition protocol include the
following: (1) stable acquisition parameters over time, (2) vigilant
monitoring for indications of subject motion throughout acquisi-
tion session, (3) repetition of sequences when motion is observed,
(4) acquisition of multiple imaging modalities in the same MRI
session, (5) minimizing the duration of imaging session (e.g.,
<25 min or ~35 min). Details of each sequence are available in
Table 1.

For TBI studies, an exemplar <35 min acquisition protocol
would include the following sequences:

1. Localizer

2. Isotropic 3D T1-weighted (anatomy)

3. Isotropic 3D T2-weighted (CSF)

Table 1
Clinical 3T Philips Ingenia (no research keys)

Sequence

32ch head coil

NSA Duration VoxDims FoV (mm)

a3Dsag T1-w 1 405000 1 mm3 256 � 256

a3Dsag T2-w 1 203700 1 mm3 256 � 256

a3Dsag T2-FLAIR 2 600000 1 mm3 256 � 256

3Dax SWI 1 304200 0.8 � 0.8 � 1.0 240 � 195

2Dax DWI 1 103700 2.2 � 2.2 � 2.2 240 � 240

Ax pCASL 1 404200 2.75 � 2.75 � 5 240 � 240

2302800

Add-ons

Ax DTI_32dir 1 800600 2.2 � 2.2 � 2.2 240 � 240

Ax Distortion maps 1 004000 2.2 � 2.2 � 2.2 240 � 240

804600

aIdentical geometry; common prescription (including shim volume)
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4. Isotropic 3D T2-weighted FLAIR (white matter injury)

5. 3D SWI (bleeds, microhemorrhages)

6. DWI (edema)

7. pCASL (perfusion, cerebral blood flow)

8. DTI (tissue integrity, tractography of major white matter fiber
bundles)

9. Reversed polarity spin echo distortion maps (A-P and P-A)

NOTE: Following the localizer, the prescription for the first
3D isotropic sequence (e.g., T1-weighted) can be set up to obtain
whole brain coverage. Subsequently, one can copy and paste para-
meters (including shim volume) to the other 3D isotropic
sequences since they all share the same matrix and field of view
(FoV). On Philips scanners, all three sequences can be geo-linked
to achieve the same outcome.

3.2 MRI Processing

and Analyses

3.2.1 DICOM to NIFTI

Data Conversion

Once the MRI acquisition has been completed, the images need to
be exported from the scanner console to an adequate storage device
for data retrieval. Utilizing DICOM export protocols for this pro-
cess ensures that specific standards have been met regarding orga-
nization and labeling of metadata in the image headers. Even
though each MRI scanner vendor may have some proprietary
information hidden in the headers with special tags, information
about acquisition parameters and image reconstruction are accessi-
ble to third party software packages such as DICOM readers and
converters. Essentially, DICOMs are the rawest form of imaging
data one can view away from the scanner console. However, to
work with the images and analyze them, the DICOMs really need
to be converted to a different file format. Based on experience, the
most common file format handled by research-based image proces-
sing software is the NIFTI file format. While several different dicom
to nifti converters are readily available, I advocate the use of Chris
Rorden’s well-supported and well-documented converter recently
released as dcm2niix [1]. Although the predecessor to dcm2niix
was widely popular in the neuroimaging community (e.g.,
dcm2nii), the newer converter is just as easy to use and handles all
of the latest sequences across imaging modalities, provided the
exported DICOMs adhere to the DICOM standard.

NOTE: Chris Rorden’s website (http://www.
mccauslandcenter.sc.edu/crnl/tools) is an excellent resource and
a highly recommended primer for all who work with MRI data.

3.2.2 Multimodal

Integration in Clinical

Patient Populations

Due to the tremendous variability between TBI patients with
respect to location, extent, and tissue types impacted by each
individual’s unique brain injury, quantitative analyses of neuroim-
aging data in this patient population can be quite challenging. I
strongly recommend an image processing pipeline that works with
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all images (across modalities) in each individual’s native space rather
than transforming each subject’s data to standard template space.
This approach is absolutely necessary when working with brain
imaging data acquired from patient populations which do not
align well with standard templates created from healthy normal
people. Furthermore, in this era of precision medicine, improved
prognostic value of long-term outcomes is likely to emerge by
characterizing each individual’s “imaging phenotype” from con-
ducting multivariate analyses of co-registered imaging modalities
in each individual’s native space.

3.2.3 High Resolution

Anatomical Sequences

In severe TBI cases, gross structural changes acutely occur follow-
ing the primary brain injury (Fig. 1) such as midline shift, edema,
diffuse white matter damage, bleeds, and cerebral perfusion defi-
cits. The key to maximizing the multimodal information available
from each TBI patient’s MRI session is to co-register all sequences
to a common base sequence with identical spatial geometry (voxel
dimensions and FoV). I have found the isotropic 3D T2-weighted
images to be an excellent base to which the other sequences are
co-registered. The T2-weighted images share similar features with
the T2-FLAIR, and the DWI/DTI sequences (e.g., white matter
appears dark and gray matter appears light) facilitating the
co-registration process. Since all 3D anatomical sequences (e.g.,
T1, T2, T2-FLAIR) share the same prescribed geometry at acqui-
sition (e.g., 1 mm3 isotropic, 256 � 256 FoV), co-registration of
these images to each subject’s T2-weighted base is straightforward,
provided that image distortions (e.g., artifacts) from motion or
implanted devices (e.g., arch bar wires, extraventricular drain,
etc.) do not interfere with the linear registration algorithm. My
preference is to use FMRIB’s software library (FSL) for
co-registering multiple sequences to each subject’s native T2
image series. From my experience, FSL is easy to use, readily
scriptable for maintaining standardization of processing para-
meters, and reviewing the outputs of the co-registration process
in FSLeyes (imaging viewer) is simply achieved with elegant tools to
adjust layer transparencies which can be viewed in all three cardinal
planes concurrently.

NOTE: A key step to successfully establishing and running an
image processing pipeline is to standardize the directory structure
containing each patient’s imaging data as well as individual file
names within that directory structure.

Once all of the 3D anatomical images (T1-weighted and
T2-FLAIR) have been co-registered to the subject’s native T2
image series, then one can load them into FSL’s viewer (FSLeyes)
concurrently and begin to appreciate the tremendous value added
by acquiring high resolution 3D images with multiple weightings at
a cost of ~14 min of scanner time (Fig. 2). White matter
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hyperintensities on the T2-FLAIR series can be readily observed in
periventricular areas like the corpus callosum due to the nulling of
the CSF signal. Frequently the same voxels identified as white
matter hyperintensities on the T2-FLAIR are also hyperintense on
the T2-weighted series. Yet whether the same voxels are hyper- or
hypointense on the T1-weighted series can be particularly useful for
distinguishing between different types of injury. For instance,

Fig. 1 Severe TBI patient imaged as soon as medically stable (7 days post injury).
Midline shift and edema are clearly evident. Multimodal imaging sequences after
co-registration to the base T2-images (top row). The hyperintensity visible in the
right frontal lobe in the T2-images is also hyperintense in the FLAIR images
(second row), indicative of edema. The corresponding area is hypointense on the
T1-images (third row) without any indication of blood products which would be
evident in the SWAN-images (fourth row). The last row (ADC image)
demonstrates both types of edema: cytotoxic (hypointensities restricted to
white matter) and vasogenic (hyperintensities colocalized with hyperintensities
in FLAIR images)
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T2 ¼ bright and T1 ¼ dark can be an indication of lower protein
levels than voxels which are T2 ¼ bright and T1 ¼ bright. Further-
more, even higher protein content can be inferred from T2 ¼ dark
and T1¼ dark. Such information can be valuable for characterizing
the underlying cellular and subcellular processes occurring as a
function of time since injury. For example, higher protein content
might possibly differentiate between two different forms of cellular
death: advanced cellular lysis and necrosis vs apoptosis. As cleverly
described by Bonfoco et al. [2], apoptosis represents a cellular
version of “death with dignity” since the cellular membrane is not
disrupted and the interstitial milieu is not polluted with the intra-
cellular contents of the dying cell until phagocytosis “intervenes.”
Furthermore, such information obtained noninvasively can be an
invaluable tool for progress monitoring of treatment efficacy or
elucidating mechanism of action exhibited by potential therapeutic
agents. After all, the “secondary” brain injuries following severe
TBI are the viable targets of putative therapeutic strategies. These
secondary brain injuries result from complex biochemical cascades
which are clinically manifested as an elevated neuroinflammatory

Fig. 2 Severe TBI patient imaged as soon as medically stable (8 days post injury). (a–f) Multi-weighted and
multimodal imaging sequences have been co-registered to the base T2-images (a). Focal hyperintensity
evident in the posterior region of the corpus callosum in T2 (a) and FLAIR (b) images reflect edema, a common
occurrence in TBI resulting from motor vehicle accidents. The same region of the corpus callosum as in panels
(a) and (b) is hypointense in the T1-images and co-localizes with some evidence of blood products evident in
the SWI-images (f). Diffusion tensor imaging demonstrates reduced FA values (hypointensities in FA map) in
the posterior corpus callosum (d), indicative of reduced white matter integrity in this region. Reduced ADC
values (e; hypointensities) in the corresponding region of the corpus callosum are indicative of cytotoxic
edema in this area
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response with subsequent cerebral edema leading to elevated intra-
cranial pressure and impaired cerebral perfusion. Current standard
of care focuses on medical management of these overt signs of
robust secondary brain injury. However, disrupting the complex
biochemical cascades of secondary brain injury has the potential to
minimize the amount and extent of secondary brain injury.

3.2.4 Bleeds Since bleeds associated with TBI can range from dense and focal to
diffuse and punctate, I highly recommend including a susceptibility
weighted imaging (SWI) sequence in theMRI acquisition protocol.
Although cerebral hemorrhage is acutely assessed routinely using
computed tomography (CT), CT is less sensitive than MRI to
detecting and localizing microhemorrhages in white matter which
often occur in TBI cases with diffuse axonal injury (DAI [3]).
Previously, most MRI protocols relied on T2* Gradient Recalled
Echo (GRE) images to identify and localize bleeds in TBI cases.
However, numerous research studies have reported significantly
increased sensitivity, and few false-positives (e.g., calcification),
using an SWI sequence for this purpose [4]. Adding a minimum
intensity projection (MIP) reformat step to the acquired SWI
sequence further improves the detection and localization of
micro-bleeds. Such information can be exceptionally helpful, as it
is in stroke, to distinguish between different types of tissue abnorm-
alities (and their responsiveness to different types of treatment
interventions) throughout the recovery process.

3.2.5 Cerebral Perfusion To evaluate perfusion deficits, we have recently added a pseudo-
continuous Arterial Spin Label (pCASL) sequence to our TBI MRI
protocol since it became available on our 3T Philips Ingenia clinical
scanner at Memorial Hermann Hospital about a year ago. Cerebral
blood flow measures have traditionally required the use of inject-
able tracers/contrast agents which are not advisable in children or
TBI cases which have been recently medically stabilized enough to
undergo an MRI. Furthermore, acquisition of images before the
contrast agent, the timing of the injection, and the acquisition of
images after delivery of the tracer is a complicated process which is
difficult to repeat when poor quality images are obtained. Recent
advances in MRI have made it possible to acquire quantitative
measures of cerebral blood flow (ml 100 g�1 min�1) without
contrast agents, but instead rely on the “labeling” of arterial
blood supply before it ascends into the brain with a magnetization
pulse built into the MRI sequence. This method of “tagging” the
blood supply to the brain is referred to as Arterial Spin Labeling (for
additional notes from a neuroradiologist’s point of view, see Grade
et al. 2015) [5]. Total acquisition time for this quantitative
sequence to obtain unlabeled and labeled sets of images for
subsequent subtraction is <4 min for whole brain coverage.
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The most important acquisition parameters to select for pCASL are
the labeling duration and post-label delay. Since the selection of
post-label delay time is associated with presumed blood velocity,
this parameter should be tuned to the clinical population of inter-
est. Generally, neonates and older adults require a longer post-label
delay time (~2000 ms), children require a shorter post-label delay
time (~1500 ms), and healthy adults require ~1800 ms post-label
delay time. Furthermore, the pCASL sequence can readily be
repeated if needed to obtain good quality images. The subtraction
maps between the unlabeled and labeled series provide spatial
information with quantitative measurements of cerebral blood
flow. As shown in Fig. 3, the basal portion of the brain is well
perfused while the subcortical and superior aspects (particularly in
the right hemisphere) demonstrate hypoperfusion.

Fig. 3 Severe TBI patient imaged as soon as medically stable (16 days post injury). Arterial spin labeling
indicates low cerebral perfusion in right superior cortex (cold colors)
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NOTE: There are several different variants of ASL sequences:
continuous (cASL), pseudocontinuous (pCASL), and pulsed
(PASL). Each ASL sequence variant has advantages and limitations.
We selected pCASL for its high labeling efficiency, ease of imple-
mentation, <5 min scanner time, and availability on our
non-research clinical MRI scanner at Memorial Hermann Hospital.
The key to successful ASL-based labeling of the cerebral blood
supply is based on mindful positioning of the labeling plane: it
needs to be placed perpendicular to the ascending arterial blood
vessels and it should avoid areas with susceptibility artifact such as
the orbitofrontal sinuses and dental fillings or metallic surgical
implants.

3.2.6 Diffusion Weighted

Imaging (DWI)

If it is necessary to minimize scanner time for the MRI session
(<25 min) and diffusion tensor imaging will not be acquired, then
DWI is an excellent sequence to acquire in TBI patients [6]. The
DWI sequence is basically a 2D echoplanar imaging based sequence
(EPI), so it is quick to obtain (<2 min) and has the benefit of
adding unique information about microstructural tissue properties
throughout the brain, particularly when DAI has occurred [7]. The
two primary quantitative metrics that emerge from analyses of DWI
are the mean of the diffusion weighted images (mDWI) and the
apparent diffusion coefficient (ADC). Indications of cerebral
edema, vasogenic or cytotoxic, can be identified and classified
with these two metrics. Although little information is currently
available in the TBI literature regarding cytotoxic edema [7–11],
the stroke literature has utilized DWI in MRI protocols of the brain
to identify regions exhibiting restricted diffusion (low ADC values)
as evidence of cytotoxic edema and vasogenic edema as regions
marked by increased diffusion (high ADC values). According to
the stroke literature, cytotoxic edema presents acutely, is potentially
reversible, and represents the “rescuable” tissue to therapeutic
intervention (recent review by Heiss 2016) [12]. The vasogenic
tissue results from disrupted permeability of the blood–brain bar-
rier and is less likely to recover over time. By adding edema imaging
analyses to TBI MRI protocols, one can longitudinally quantify the
amount and extent of each type of cerebral edema (cytotoxic vs
vasogenic) at each imaging timepoint as part of progress monitor-
ing and evaluation of treatment efficacy.

3.2.7 Diffusion Tensor

Imaging (DTI)

If one has the capability to acquire and analyze multi-directional
diffusion weighted imaging data such as DTI (~8 min to acquire on
most clinical scanners), then one can probe the integrity of different
tissue types (e.g., white matter and gray matter) as well as recon-
struct white matter pathways using tractography methods to evalu-
ate structural connectivity between brain regions. Using a gradient
table of at least 30 non-collinear directions which are equally spaced
over a sphere [13], one can obtain reliable quantitative estimates of
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water diffusion in the brain. Specifically, directionality is captured
by the metric of fractional anisotropy (FA) with values ranging from
0 to 1 to indicate directional preference of diffusion (FA ¼ 0 repre-
sents isotropic diffusion; FA ¼ 1 represents preferred diffusion in a
single direction, a.k.a. anisotropic diffusion). Magnitude of diffu-
sion is captured by the metric of Mean Diffusivity (MD). Both of
these metrics, FA and MD, are scalars and can be represented as
spatial maps where each voxel is resampled and co-registered with
the subject’s own T2-weighted image series. This step results in the
fusion of macrostructural information (high resolution anatomical
series of T1-weighted, T2-weighted, and T2-FLAIR images) with
microstructural information (tissue integrity characterized by FA
and MD values). When these images are co-registered, can one
begin to utilize a multivariate approach to elucidate the mechan-
isms underlying aberrant MD values (restricted diffusion due to
cytotoxic edema vs increased extravascular protein bleeds;
expanded diffusion due to vasogenic edema from blood–brain
barrier disruption vs gross tissue disruptions due to primary injury
or surgical intervention) and their impact on the structural integrity
of white matter pathways connecting different brain regions.

While DTI assumes Gaussianity in its calculation of DTI
metrics (FA and MD), most diffusion within the brain is
non-Gaussian due to complexities in cellular microstructure.
Microstructural complexities of cellular and subcellular tissues in
the brain hinder water diffusion in a non-Gaussian fashion. Thus, a
rapidly evolving imaging modality known as diffusion kurtosis
imaging can be used to estimate microstructural tissue parameters
without assuming Gaussian diffusion.

NOTE: In TBI patients, orbitofrontal and inferior temporal
regions are commonly impacted by the primary injury. These same
regions are particularly vulnerable to susceptibility distortions
inherent to EPI-based spin echo sequences. Therefore, to estimate
and correct susceptibility distortions in these regions of interest in
TBI patients, a pair of spin echo sequences (matched geometry to
the DTI sequence) with reversed phase encoding directions should
be acquired (002000 each PE direction).

4 Rapidly Emerging Techniques

4.1 Diffusion

Kurtosis Imaging (DKI)

Diffusion Kurtosis Imaging (DKI) is an extension of diffusion
tensor imaging (DTI) which uses a special pulse sequence with a
minimum of three b-values (compared to two b-values required for
DTI). These multiple shells of b-values include higher b-values than
typical DTI sequences as well as modified post-processing proce-
dures of the complex imaging data obtained to assess deviation
from Gaussian diffusion (extent of kurtosis), thereby quantifying
structural complexity of different tissue types within the brain.
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Elevatedmean kurtosis values (MK) are thought to reflect increased
cellularity, as one might expect intracellularly during cytotoxic
edema, or extracellularly during reactive gliosis. Recent evidence
in an animal model of TBI using controlled cortical impact suggests
that DKI is sensitive to microstructural changes associated with
reactive astrogliosis [14]. Specifically, in the sub-acute stage follow-
ing injury (DTI metrics had already re-normalized), increased
MK values corresponded to immunohistochemical evidence of
increased reactive astrogliosis. Thus, a DKI sequence in addition
to a DTI sequence has the potential to provide a more complete
characterization of diffusion characteristics (and tissue microstruc-
ture) impacted by pathophysiological processes associated with
secondary brain injury (Fig. 4).

4.1.1 Simultaneous

Multi-slice (SMS)

Acquisition

Over the past several years, parallel imaging and in-plane accelera-
tion techniques have substantially reduced the time it takes to
acquire sophisticated pulse sequences and reconstruct high resolu-
tion images on clinical MRI scanners. However, the recent
development of SMS (aka multiband) acquisition methods is revo-
lutionizing MRI protocols by reducing the time it takes to acquire

Fig. 4 Same severe TBI patient as in Fig. 2 demonstrating diffusion kurtosis
images acquired during the same imaging session (8 days post injury). The mean
diffusivity map (b) indicates low ADC values in the same posterior portion of the
corpus callosum as diffusion tensor imaging in Fig. 2. Additional information is
available in the mean kurtosis map (c) which indicates increased cellularity
underlying the cytotoxic edema evident from the reduced ADC values in (b)
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high quality data by additional factors of 2–4 beyond the gains
already achievable without SMS. Traditionally, MRI scanners
acquire a single “slice” of the brain at a time before moving on to
acquire the next “slice.” SMS methods acquire several “slices” at
the same time as specified by the multiband factor. Thus, if 60 slices
are needed for whole brain coverage, one can use a multiband
factor of 4 to acquire 4 slices at a time. In this scenario, one can
obtain 60 slices in the same amount of scanner time as it would take
to acquire 15 slices without SMS. These types of technological
advances are narrowing the gap between “research” protocols and
“clinical” protocols as clinical protocols have traditionally been
“stripped down” due to pressing time constraints in order to be
feasible in hospital settings.

5 Summary

Unraveling the secondary molecular cascades underlying secondary
brain injury in TBI cases each is challenging, particularly when a
broad range of edema, bleeds, perfusion deficits, and ischemia
occurs across patients depending on the unique circumstances of
each individual’s injury. Precision medicine approaches to patient
care should consider that targeted therapeutic action can have
vastly different consequences depending on timing relative to
injury and the underlying imaging phenotype of individual
patients. Utilizing currently available noninvasive MRI sequences
on clinical scanners in hospital settings to acquire multi-weighted
and multimodal neuroimaging data in a reasonable timeframe has
become not only feasible but also practical and should be part of
routine clinical care of TBI patients. Not only does the integration
of information from different image series assist with each physi-
cian’s clinical assessment of TBI patients but also the development
of the optimal treatment plan for each patient’s imaging phenotype.
Furthermore, these MRI protocols are feasible for progress moni-
toring of treatment efficacy. Thus, incorporation of these MRI
protocols into routine clinical care of TBI patients will add tremen-
dous prognostic value as we begin to utilize multivariate
approaches, including quantitative neuroimaging data, to predict
treatment response in each individual patient.
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Chapter 17

Dynamic Contrast-Enhanced MRI for the Analysis
of Blood-Brain Barrier Leakage in Traumatic Brain Injury

Qiang Shen and Timothy Q. Duong

Abstract

Blood-brain barrier (BBB) could be impaired following traumatic brain injury. Here we describe a modified
technique for noninvasive longitudinal assessment of the of BBB integrity based on dynamic contrast-
enhanced magnetic resonance imaging technique to evaluate the longitudinal progression of BBB leakage
following traumatic brain injury in rats.

Key words Blood-brain barrier, Magnetic resonance imaging, Traumatic brain injury, Dynamic
contrast enhanced, Rodents

1 Introduction

Traumatic brain injuries (TBI) often involve vascular dysfunction
that leads to long-term alterations in physiological and cognitive
functions of the brain. The cerebrovascular dysfunctions caused by
TBI could include cerebral blood flow alterations, autoregulation
impairments, subarachnoid hemorrhage, vasospasms, blood-brain
barrier disruption, and edema formation. The blood-brain barrier
(BBB) plays a vital role in regulating the entry of blood-borne
factors and circulating immune cells into the brain, hereby
providing a highly stable biochemical environment for the normal
functioning of neuronal cells. Perturbations in BBB function have
been extensively documented after TBI in both experimental mod-
els and human patients [1]. Mechanical impact may induce imme-
diate BBB damage; microbleeding, vascular inflammation, and
secondary ischemia/hypoxia may induce prolonged BBB dysfunc-
tion [1–3]. The resulting BBB disruption can evolve dynamically in
both time and space with studies showing multi-phasic character-
istics [4]. BBB leakage can lead to an imbalance of electrolytes,
edema formation, inflammation, etc., and ultimately delayed neu-
ronal dysfunction and degeneration [1]. Studies have shown that
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posttraumatic BBB disruption is one of the major factors that
contribute to increased severity of TBI [5]. BBB has also been
suggested as a target for therapeutic invention [1, 6]. For example,
free radical scavengers reduced Evans blue leakage in rat-controlled
cortical impact [7], blocking the effects of inflammatory cytokines
with neuregulin appears to decrease endothelial tight junction
permeability [8], and deleting the gene for MMP9 improved out-
comes in transgenic mice [9].

Quantitative assessment of BBB permeability is of particular
importance for studying the disease pathophysiology and for opti-
mizing therapeutic interventions in TBI. Traditional histological
Evans Blue extravasation has been widely used to measure BBB
leakage following TBI [4, 10, 11]. However, this method requires
the sacrifice of the animals and does not permit for longitudinal
assessments. Dynamic contrast-enhanced (DCE) MRI provides a
promising alternative for noninvasive longitudinal assessment of
the opening of BBB caused by many brain pathologies, such as
tumors [12], multiple sclerosis [13], and acute ischemic strokes
[14]. Disruption of the BBB can enable the extravasation of
low-molecular weight MRI contrast agents. This accumulation of
contrast material in the extravascular extracellular space (EES) of
affected tissues leads to increased longitudinal relaxation rate and,
therefore, increased signal intensity in T1-weighted images.
Repeated acquisition of T1-weighted images following an
intravenous injection of contrast agent, e.g. gadolinium-
diethylenetriamine pentaacetic acid (Gd-DTPA), provides mea-
surements of signal enhancement as a function of time. By fitting
the mechanistic tracer kinetic models, DCE-MRI yields the volume
transfer coefficient Ktrans, the extracellular extravascular space ve,
etc. A consensus was reached that Ktrans best reflects tissue perme-
ability alterations and should be the primary end point of data
fitting of DCE-MRI [15, 16].

In this paper, we describe a modified DCE-based Ktrans mea-
surement MRI protocol [17] and its application to study TBI in
rats [18].

2 Materials

2.1 TBI Modeling 1. Rats (200–250 g) (Taconic Farms, Hudson, NY; Charles River,
Wilmington, MA).

2. Anesthetics (isoflurane or pentobarbital, etc.) (VetOne, MWI,
Boise, ID).

3. Common surgical tools and supplies (Fine Science Tools, Fos-
ter City, CA; Integra Miltex, Plainsboro, NJ; World Precision
Instruments, Sarasota, FL; Ethicon, Somerville, NJ).
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4. Pneumatic-controlled cortical impactor (Precision Systems and
Instrumentation, Fairfax Station, VA).

5. Stereotaxic frame equipped with tooth and ear bars
(myNeurolab.com, St. Louis, MO).

6. Bone wax (Ethicon, Somerville, NJ).

7. Antibiotic ointment (McKesson, Richmond, VA).

8. Analgesic (Buprenex) (Henry Schein, Melville, NY).

9. Warm pad, temperature feedback monitoring, and other mon-
itoring equipment to ensure normal animal physiology (Fisher
Scientific, Pittsburgh, PA; Cole-Palmer, Vernon Hills, IL).

10. Cresyl violet acetate for Nissl staining (Sigma, St. Louis, MO).

2.2 MRI 1. Bruker 7 T scanner (Billerica, MA).

2. 40-G/cm BGA12 gradient insert (ID ¼ 12 cm, 120-μs
rise time).

3. Animal holder (custom-made).

4. Custom-made RF transmitter and receiver coils for brain
imaging.

5. Custom-made RF transmitter coil for arterial spin labeling.

6. Actively decoupled switch box to detune RF coils.

7. Other magnet, gradient, RF coil configurations should
also work.

2.3 Peripheral MRI

Compatible Monitor

Equipment and Animal

Supports

1. Oximetry (heart rate, arterial oxygen saturation)—(Mouse
Ox, STARR Life Sciences, Oakmont, PA).

2. Blood pressure (invasive with artery catheterization)—(Bio-
pac/Acknowledge, Goleta, CA).

3. Respiration rate via force transducer—(Biopac/Acknowledge,
Goleta, CA).

4. Forepaw stimulation device—Home-made device or Grass
stimulators.

5. Circulating warm water bath (Haake water bath, Rheology
Solutions, Bacchus Marsh, Victoria, Australia; Cole Palmer,
Vernon Hills, IL).

6. Temperature feedback regulator (Digi-Sense, Cole-Palmer,
Vernon Hills, IL).

7. Anesthetic delivery, such as vaporizer—(Universal Vaporizer
Support, Foster City, CA).
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3 Methods

3.1 TBI Surgery

[19–24]

1. Male rats (250–350 g) are anesthetized with isoflurane (~2%).
Other anesthetics can be also be used. Male rats are often used
to avoid the effects of female hormones on outcome. Female
rats are also widely studied and some female hormones have
been found to have neuroprotective effects.

2. Aseptic preparations (betadine and ethanol washes) should be
performed to prevent infection and immunological responses
that could affect outcome.

3. The animal is secured in a stereotaxic frame with ear and tooth
bars and an incision is made at the level of the cerebellum as
posterior from the impact site as possible to prevent artifacts
during MRI acquisition. The periosteum is removed over the
impact site. A Ø 5 mm craniotomy is created over the left S1FL
(þ0.25 mm anterior and 3.5 mm lateral to bregma), exposing
the dura matter. The intact dura matter is impacted using a
pneumatic-controlled cortical impactor (Precision Systems and
Instrumentation, LLC, Fairfax Station, VA) fitted with a Ø
3mm tip (5.0 m/s, 250 μs dwell time, 1 mm depth) to produce
a mild focal TBI. Following the impact, the cranial opening is
sealed with bone wax, the scalp sutured closed, and antibiotic
ointment applied. Saline is injected under the skin to facilitate
the removal of air pockets between the scalp and the skull to
minimize artifacts duringMRI acquisition (seeNote 1). Bupre-
nex (0.05 mg/kg) is given subcutaneously every 12 hours for
3 days as needed for pain.

4. The right femoral artery is catheterized for blood-gas sampling,
continuous blood pressure and heart rate monitoring. These
physiological parameters are important, because deviations
could affect TBI outcome, increasing statistical scatters.

5. Rats are secured in a supine position on an MR-compatible rat
stereotaxic headset, anesthesia is reduced to ~1.1% isoflurane.
Rats breathe spontaneously. Mechanical ventilation can also be
used.Rectal temperature shouldbemaintained at 37.0�0.5 �C.
It is strongly suggested that heart rate, respiration rate, mean
arterial blood pressure, oxygen saturation (from oximetry) are
monitored. Blood gas should be sampled once during a break
between imaging scans. All recorded physiological parameters
are within normal physiological ranges.

6. Rectal temperature is maintained at 36.5–37.5 �C and respira-
tions are recorded throughout the study. Body core tempera-
ture is critical, because it could affect outcome.

3.2 MRI MRI was acquired on the day of the TBI procedure, at 1 and 3 h
post TBI and on days 1, 2, 3, and 7 following TBI onset.
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Ktrans MRI data are acquired using a 2D multi-slice fast low
angle shot (FLASH) sequence.

1. Prescan module (7.4 mins): to determine the flip angle andM0
distribution, includes three FLASH scans with different TRs:
64 ms (scan 1), 200 ms (scan 2) and 3000 ms (scan 3). The rest
of imaging parameters are: five 1.0-mm coronal slices,
TE ¼ 2 ms, FOV ¼ 2.2 � 2.2 cm2, 128 � 128 data matrix,
and 30� nominal flip angle.

2. Dynamic scans: TR ¼ 64 ms, and otherwise identical sequence
parameters as prescans. After baseline data are acquired for
2 mins, a bolus (0.2 mL/kg) of gadodiamide (GE Healthcare,
USA) is injected intravenously through the tail vein, during
which the dynamic scan is continued. A total of 90 dynamic
images are acquired with a temporal resolution of 8 s, lasting
12 mins total.

3. Before Ktrans MRI, cerebral blood flow (CBF) map can be
measured using continuous arterial spin labeling (cASL) tech-
nique. Apparent diffusion coefficient (ADC) and fractional
anisotropy (FA) can be measured using diffusion tension imag-
ing (DTI) sequence. T2 can be measured using multi-echo fast
spin-echo sequence. Please see detail protocols in [18].

3.3 K trans Mapping The steady-state spoiled gradient echo (GRE, acquired using the
2D FLASH sequence) signal amplitude for a given TR (MTR) can
be related to M0, R1 and α as follows:

M TR ¼ M 0 r; scoilð Þ � sin α 1� exp �TR �R1ð Þ
1� exp �TR �R1ð Þ � cos α

� exp �TE=T∗
2

� � ð1Þ
where M0 is a function of both spatial location r and coil sensitivity
scoil. To minimize the R∗

2 signal decay, a single-echo GRE scan was
used with minimum TE and a low dose of gadolinium. As an
approximation, exp �TE=T ∗

2

� � � 1 was used in the subsequent
calculation. A pre-scan module composed of three GRE scans was
used to determine flip angle (α) and tissue magnetization (M0).

For flip angle mapping, simulations using Eq. 1 show that the
ratio of GRE magnitudes at TRs of 200 ms and 64 ms depends
strongly on α, but very weakly on T1. Given the narrow T1 distribu-
tion of brain tissue, a raw α (or B1

+) map can be obtained from the
ratio map with a fixed T1 value. Assuming α is a smooth function of
location, the final α map can be obtained after smoothing.

For M0 determination, according to Eq. 1, the GRE signal
becomes less dependent on T1 with increasing TR. With a long
TR of 3000 ms, GRE magnitude depends primarily on sin(α) for
small to medium flip angles (α<45�), but very weakly on T1. Given
the normal flip angle of 30�, the actual flip angle of the brain tissue
is within the range of 15–45�; therefore, M0 can be determined
from the long TR scan and the flip angle distribution as follows:
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M 0 ¼ M 3000ms= sin α ð2Þ
Given the smooth α distribution, high-SNR M0 map, and

dynamic scans using sensitive surface coil at high field, dynamic
R1 map can be obtained using Eq. 1 with sufficient SNR. The
baseline R1 was subtracted from the time series to calculate the
ΔR1 maps, which are linearly related to the changes of contrast
agent concentration.

The AIF was determined using the data and the scaling
approach by Ewing and colleagues [25, 26]. Briefly, the mean
AIF (AIFmean) was measured in a group of male rats (approximately
300 g) using the custom-synthesized radiolabeled Gd-DTPA
[25]. Assuming the plasma volume was 1% and there is no BBB
leakage in the contralesional side of caudate-putamen (CPU), the
AIF was determined using the following scaling:

AIF tð Þ ¼ AIFmean

� 100 �
ð9min

t¼3min

R1,CPU tð Þdt
� �

=

ð9min

t¼3min

AIFmeandt

� �
ð3Þ

The R1 and the AIF were then used to fit the extended Kety
model:

C t tð Þ ¼ K trans

ðt

τ¼0

Cp τð Þe�kep t�τð Þdτ þ vpCp tð Þ ð4Þ

where Ct(t) and Cp(t) are tissue and plasma gadolinium concentra-
tions, and kep is the reversible mass transfer coefficient. In this study,
the R1 and scaled AIF values were directly used for data fitting
without further conversion to concentrations using the relativity of
contrast agent. Since it is difficult to obtain acceptable Ktrans maps
by simultaneously fitting all three parameters, we used the model
selection approach by Ewing and colleagues [26] to select a simpler
model that could sufficiently describe the dynamic contrast change.
Data was fit to the extended Kety model with the two following
assumptions as described by Ewing and colleagues [26]:

Irreversible leakage (two-parameter model, or Model 2):

K trans > 0, kep ¼ 0 ð5Þ
Reversible leakage (three-parameter model, or Model 3):

K trans > 0, kep > 0

For model selection, the irreversible model is selected, unless
the reversible model yields a statistically significant better fit. The
cut-off criteria use the F-statistic, which can be calculated using the
summed squared residues (SSE) and the number of samples (N) is
as follows:
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F ¼ SSE3 � SSE2ð Þ=1½ �= SSE3= N � 3ð Þ½ � ð6Þ
where the subscript represents the corresponding model. The final
selection mask is determined as:

M select ¼ F > F 0 ð7Þ
The threshold for F-statistic (F0) was set as 10 (P < 0.05). The

final Ktrans map was then determined as:

K trans
f inal ¼ K trans

Model2 � ð1�M selectÞ þK trans
Model3 �M select ð8Þ

All the calculations were performed using Matlab R2011b
(Mathworks, Natick, MA).

Figure 1 shows representative single slice, Ktrans, CBF, T2,
ADC, and FA images from a single animal at 1 and 3 h, 1, 2,

Fig. 1 The representative maps of Ktrans, CBF, T2, ADC, and FA at different time points. Color Scale Bar for
Ktrans: 0–0.05 min�1; Gray-scale Bar for CBF: 0–2.5 mL/g/min, T2: 30–100 ms, ADC: 0.0004–0.0013 mm

2/s,
FA: 0.1–0.6
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3 and 7 days post-TBI. In the ipsilateral hemisphere, Ktrans map
showed hyperintensity, most prominent on the cortical surface of
the impacted area (bright yellow and white pixels), indicative of
disrupted BBB integrity. Abnormal Ktrans was apparent at 1 h, and
peaked on day 2–3 post-TBI and returning toward (but did not
reach) normal on day 7.

Spatial and temporal characteristics ofKtrans in TBI rats can also
be analyzed. Group analysis results were show in Figs. 2 and 3. The
ipsilesional Ktrans changes were localized to the superficial layers
from the surface to approximately 1 mm in depth. There were
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Fig. 2 Spatial profiles from cortical surface to corpus callosum of Ktrans. Data was
represented as mean � SEM. n ¼ 5, 4, 7, 6, 5, and 7, for 1 h, 3 h, 1, 2, 3 and
7 days, respectively. Data points displayed as closed circle indicates significant
difference ( P < 0.05) between the ipsilesional and contralesional cortex at the
corresponding time points
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Fig. 3 Temporal profiles of ΔKtrans (difference between ipsilesional and
contralesional regions). Data was represented as mean � SEM. n ¼ 5, 4, 7,
6, 5, and 7, for 1 h, 3 h, 1, 2, 3 and 7 days, respectively. Data points displayed as
closed circle indicates significant different ( P < 0.05) between the ipsilesional
and contralesional cortex at the corresponding time points
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significant differences between ipsilesional and contralesional data
points as displayed as closed circle ( P< 0.05) at the corresponding
time points. The Ktrans for the ROI at the superficial layer
(0–0.6 mm) was significantly different from zero at 1 h
(P < 0.05), and continued to increase peaking on day
3 (P < 0.05) and then subsequently decreased toward normal at
day 7. The Ktrans for the ROI immediately underneath it
(0.6–1.2 mm) started from no difference in Ktrans, peaked on day
3, and end with no difference in Ktrans on day 7. The Ktrans of two
subsequent layers (1.2–2.4 mm) showed no difference in Ktrans at
all the time points.

4 Notes

1. Following the TBI impact, the cranial opening needs to be
sealed with bone wax and then the scalp sutured closed. The
blood, if any, needs to be cleared. Saline should be injected
under the skin to facilitate removal of air pockets between the
scalp and the skull to minimize artifacts during MRI acquisi-
tion. These steps (using bone wax and saline) are very impor-
tant to avoid MRI artifacts.

2. Gd-DTPA or gadodiamide will change the relaxation time (T1

and T2) of blood and tissue. Therefore CBF will not be accu-
rately obtained using cASL after using Gd-DTPA or
gadodiamide.

3. For the flip angle mapping and the following dynamic scans,
the same sequence should be used to avoid different distortions
associated with different sequences.

4. Accurate determination of AIF for preclinical MRI is nontrivial,
given the fast arterial blood flow and the small dimensions of
rodent brains. As such, different strategies have been proposed
to mitigate this difficulty. For example, AIF determined from
other imaging modalities has been used for fitting Ktrans [27],
alternative reference region approaches have been developed to
eliminate the use of AIF [28], and venous blood signals have
also been employed to determine the vascular input function
(VIF) instead of AIF [29]. In this study, we adopted the
established approach by Ewing and colleagues [25, 26], and
used a scaled group average AIF determined previously from
radio-labeled Gd-DTPA. Although we could obtain similar
VIF profiles from the veins to cross-validate the scaling
approach, it should be noted that the accuracy of the VIF was
poor due to the wash-in effects and its reproducibility could
not be guaranteed, so we chose to utilize the scaled group AIF
in the model fitting.
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5. To achieve the desirable image quality forKtrans, we usedmodel
selection as described by Ewing and colleagues [26]. For TBI,
the reversible leakage model was necessary for the focal lesion.
Significant underestimation was observed if the reversible leak-
age was neglected. This result indicated that the Ktrans was
sufficiently large, so that the contrast agent can accumulate to
a significant amount in the extracellular extravascular space to
allow a significant reversible flux of contrast agent back to the
plasma. In other region, the irreversible leakage model was
sufficient, which is consistent with the existing knowledge that
intact brain tissue has negligible contrast agent leakage. Overall,
themodel selection approachwas necessary to ensure thatKtrans

was not underestimated in regions with significant reversible
leakage and provided sufficient SNR for the whole brain.

6. Look-Locker type of sequences have also been previously used
in DCE-MRI studies [30]. While such methods allow indepen-
dentR1 mapping at each time point, it has much lower tempo-
ral resolution and lower SNR compared with the gradient-echo
methods used in this and other studies [29, 31]. While some
recent studies achieved higher temporal resolution (4–6 s per
image), the 8-s temporal resolution for the dynamic scan in this
study was sufficient for TBI studies, since the BBB leakage is
generally much lower than in tumors [29, 31]. The slightly
lower temporal resolution allows higher spatial resolution and
more spatial coverage, which is desirable for TBI studies.

7. Our motivation to further develop the Ktrans MRI method
using a surface coil to quantify BBB permeability was to obtain
a method that would also be compatible with arterial spin
labeling measurements. Arterial spin labeling uses a separate
neck coil to measure cerebral blood flow [32–34]. There is
substantial evidence that blood flow is markedly perturbed
following TBI [18, 21] but CBF is seldom measured in TBI.
Acute and chronic perfusion abnormality could have a negative
impact on tissue viability following TBI.

5 Conclusion

We developed a Ktrans MRI method for measuring BBB permeabil-
ity using a surface coil and a gradient-echo-based pulse sequence.
The obtained Ktrans map provided excellent SNR, high spatial
resolution and spatial coverage. This technique was applied to
evaluate the longitudinal progression of BBB leakage following
TBI in rats. Spatiotemporal evolution of Ktrans was evaluated. The
Ktrans increase was primarily localized to the superficial cortical
layers that were adjacent to the impact site, which were different
from the much deeper and widespread changes of CBF disturbance,
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edema formation, and diffusion abnormalities. Temporally, the
Ktrans increase was present at 1 h, increased progressively over
time, peaked at day 3 and then recovered towards normal at 7 days.
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Chapter 18

Assessments for Quantifying Neuromotor Functioning
After Repetitive Blast Exposure

Christopher K. Rhea, Nikita A. Kuznetsov, W. Geoffrey Wright,
F. Jay Haran, Scott E. Ross, and Josh L. Duckworth

Abstract

Blast exposure may result in associated head trauma throughout the Traumatic Brain Injury (TBI)
spectrum—ranging from weapon fire resulting in sub-concussive exposure and a mechanotransductive
physiologic response to improvised explosive device (IED) detonation resulting in moderate and severe TBI
associated with tissue-level disruption. Head trauma—regardless of severity—can result in changes to
neurological functioning, which may alter neuromotor performance. Thus, measurement of neuromotor
performance has been commonly used as a way to assess and track changes in functioning after head trauma.
A number of subjective assessments have been developed over the years to help clinicians and researchers
measure changes in neuromotor performance. In recent years, technological advances have led to more
portable and cost-effective tools to objectively measure neuromotor performance, reducing the human
error associated with subjective assessment. This chapter reviews relevant subjective and objective neuro-
motor assessments commonly used with populations who have head trauma.

Key words Neuromotor, Balance, Postural control, Gait, Concussion, Sub-concussion, mTBI, Blast
exposure

1 Introduction

A traumatic brain injury (TBI) is defined by the Centers for Disease
Control and Prevention (CDC) as trauma to the head that results in
the disruption of normal brain functioning. There are several clas-
sifications that describe the head trauma based on level of injury. If
the head trauma event primarily only caused a mechanotransductive
physiological disruption, then it is classified as a sub-concussive
event. If the head trauma event caused ultrastructural dysfunction,
it is classified as a mild traumatic brain injury (mTBI) or concus-
sion. Lastly, if tissue-level injury occurred, then it is classified as a
moderate or severe TBI.

The mechanisms of injury to brain tissue and/or physiology
depends on the etiology of the head trauma. When the head is
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exposed to a blast, the primary blast wave propagates through the
brain. While the exact effects of the primary blast wave on brain
structure and physiology are not fully detailed, it is postulated that
the transmission of the blast wave results in protein conformational
changes and alterations in the viscoelastic properties of the cell and
cell membrane, such as the cell membrane along the neuronal axon,
resulting in loss of responsive compensation by the cell, which
effectively increases the potential for injury at any given level of
secondary acceleration or tertiary impact forces. Alternatively,
blunt-force head trauma is defined as the head suddenly accelerat-
ing or decelerating, causing the brain to slosh within the skull
[1]. This sudden movement of the brain inside the skull is asso-
ciated with primary and secondary injury mechanisms [2–5]. Pri-
mary injury occurs due to the immediate mechanical effects of
relative movement of brain tissues leading to diffuse axonal injury
within subcortical tracts as well as blood vessel damage. Secondary
injury takes place due to a physiological cascade of processes in
response to the primary trauma, such as bruising and inflammation,
alteration of neuronal cell physiology and subsequent neuronal
degeneration, alteration of blood flow and cerebrospinal fluid
flow, and increased glial network activity, among many other pro-
cesses (for a review, see [2]).

While blunt-force trauma is the leading cause of TBI (including
mTBI) in the general population, there are a number of blast-
exposed professions associated with military occupations that can
lead to head trauma, such as Special Forces, Infantry, Military
Police, Transportation, and Explosive Ordinance Disposal (EOD)
personnel, leading to mTBI being characterized as the “signature
wound” of recent conflicts [6]. Exposure to a blast can be inten-
tional, such as someone who works with explosive weapons as part
of their job, or unintentional, such as the blast wave from an
improvised explosive device (IEDs). Over 70% of military personnel
who experienced head trauma while being deployed for a year
between 2001 and 2008 reported that the mechanism of injury
was from a blast [7]. In addition, service members also experience
repetitive low-level blast exposure during training exercises
[8–12]. The prevalence of blast exposure and role of blasts on
brain tissue and human behavior has been studied [5, 13–19], but
it is also uniquely challenging [20]. This has led to high-fidelity
simulations to better understand the relation between the blast load
and brain injury [21], and area of study that continues to grow.
Given the large number of military personnel exposed to head
trauma, significant resources have been devoted to study TBI
from both blunt-force and blast etiologies, including the NCAAl-

DoD Grand Alliance CARE Consortium [22], the TBI Endpoints
Development (TED) Initiative [23], and the Chronic Effects of
Neurotrauma Consortium (CENC) [24].
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Due to the mechanics of how blast waves interact with the
brain, what has previously been learned from blunt-force TBI
(primarily in civilian athletes) may not universally apply to blast-
related head trauma [25, 26]. Blast exposure presents the potential
risk for periventricular injury, rather than the diffuse axonal injury
from direct impact that results from blunt-force trauma, which can
cause a different neural cascade and may potentially result in a
different presentation of sequelae [26–28]. Further, recent research
has shown that blast exposure can lead to scarring across multiple
interfaces in the brain, including the subpial glial plate, penetrating
cortical blood vessels, grey-white matter junctions, and in the
structures lining the ventricles [29]. Taken together, this evidence
suggests that TBI from blast exposure may have a different neural
cascade, time course, and/or outcomes relative to blunt-force head
trauma.

However, there are some similarities between blast-related and
blunt-force head trauma. One study showed strong similarities in
chronic traumatic encephalopathy (CTE)—a neuropathology
describing an ensemble of brain lesions from previous head trauma
[30]—between post-mortem veterans with a history of blast expo-
sure and elite athletes with a history of mTBI (amateur football and
pro wrestling) [31]. Additionally, there is no strong evidence that
injury due to blast-exposure mechanisms results in categorically
different types or levels of symptoms than other head injury
mechanisms [32–34]. Cognitive, affective, sensory, and somatic
measures have been examined, largely using self-report question-
naires and this evidence suggests that the similarities are much
greater than the differences when comparing patients with blast-
related versus blunt-force trauma. There is some evidence of mar-
ginally increased incidence of post-traumatic stress disorder for
blast-related mTBI [19], which highlights the importance of
using diagnostic measures that are not confounded by neuropsy-
chological comorbidities. In light of current evidence that suggests
blast versus non-blast related mTBI symptoms overlap consider-
ably, and the lack of evidence to suggest that sensorimotor deficits
differ between head trauma etiologies, neuromotor assessments
that were developed to help quantify and track TBI symptoms
stemming from blunt-force head trauma are likely also appropriate
for blast-related TBI populations.

1.1 Concussive

vs. Sub-concussive

Head Trauma

There is much literature describing and tracking the negative
changes in behavioral and mechanistic variables after a concussion
[22, 35–38]. This is certainly an important area of research, as we
are beginning to understand the short-term and long-term con-
sequences of concussions. Recent research has shown that just one
concussion can lead to a suicide rate three times higher than those
with no history of concussion [39]. This justifies large-scale efforts
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to better characterize the role of concussions on health-related
behavior, such as the NCAAlDoD CARE study [22].

While concussions have received the majority of media and
research attention, the role of sub-concussive head trauma is a
growing area of interest [8, 40–46]. This is due to the fact that
sub-concussive head trauma in sporting activities and occupational
environments are much more prevalent than concussive head
trauma. For example, male collegiate football players receive
approximately 1000 head impacts throughout a season and only a
very small number of them lead to a concussion, classifying the
majority of their head trauma as sub-concussive [40]. Both short-
term [8] and long-term [47] negative consequences on behavior
have been identified after sub-concussive head trauma, justifying
the need to include this type of head trauma in TBI research. It
should be noted that while sub-concussive and repetitive low-level
blast exposure is conceptually similar to repetitive blunt-force
trauma, it has distinct physiological and pathological features.
However, clinical presentation between the two etiologies may be
similar, such as neuromotor dysfunction that can be tested with
balance and gait tasks.

1.2 The Role of Sex

and Age on Behavior

After Head Trauma

Head trauma research has been primarily focused on males. How-
ever, sex-specific studies are warranted due to factors that typically
separate men and women that can influence the response to head
trauma. For example, female hormones can affect recovery from
head trauma [48] and females have been shown to have a greater
cortical thickness relative to men [49]. These observations may
partially account for the lack of homogenous outcomes between
the sexes after head trauma [50–52].

It is also well established that the brain and nervous system
change with age, and increased age in adults can lead to increased
sensitivity to head trauma [53]. It has been suggested that repeated
sub-concussive head trauma may contribute to a decline in cogni-
tive function similar to that which is seen with aging [54]. Thus, it
is plausible that the interaction between age and sex may lead to a
synergistic effect that negatively influences health-related outcomes
after head trauma [52]. However, there is very little data docu-
menting the role of sex and age on behavior after head trauma,
despite an increase in the number of TBIs received by both males
and females across ages, and a more acute increase in the 25–44 year
old age range for both sexes over the past decade [55]. This is
especially true for people exposed to blast-related trauma, as virtu-
ally no sex or age-related head trauma studies exist for this popula-
tion. With the military recently announcing that females are eligible
for combat-related jobs and an increase in the number of females
entering occupations where blunt-force or blast-related head
trauma may occur, such as federal and local law enforcement [56],
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examining the role of sex and age on behavior after head trauma is
ripe for future research.

1.3 Behavioral and

Physiological Changes

After Head Trauma

Changes in behavior after head trauma are precipitated by a post-
trauma pathophysiological neural cascade that has an acute (imme-
diately after injury), subacute (up to 3 month post-injury), and
chronic (greater than 3 month post-injury) time course
[57, 58]. Immediately after head trauma, changes occur at the
level of neuron neurophysiology (neurotransmitter release, across-
membrane ion distribution, and free-radical interference), as well as
glucose metabolism depression, which leads to a depletion of ATP
required for neuronal function [2]. In the acute phase, this neural
cascade can lead to behavioral changes, depending on the severity
or repetition of the head trauma and the resulting neural response,
and these behavioral changes can persist into the subacute and
chronic phases. These physiological changes characterized by the
neural cascade can led to behavioral changes that may present in a
variety of ways. A behavioral change that is a cardinal symptom of
head trauma is altered neuromotor functioning, commonly
assessed through a static or dynamic balance test. For this reason,
the latest Consensus Statement on Concussion in Sport recom-
mends assessments of balance to help with concussion diagnosis
and return-to-activity decisions [59]. The next section highlights
common ways that neuromotor performance has been measured in
the context of assessment and tracking of behavior after head
trauma.

1.4 Neuromotor

Assessment

Neuromotor performance reflects the integration and processing of
sensory information to complete a motor task. Balance tasks have a
long history of being used to measure neuromotor performance
due to their strong sensitivity to neurological injury and disease
[60–62]. Depending on the context, there are a number of char-
acteristics that should be considered when selecting the appropriate
neuromotor assessment.

First, the administrator must decide if they desire an objective
or subjective assessment. Many clinical tests of balance are subjec-
tive, relying on the clinician to judge a patient’s balance ability.
Alternatively, neuromotor performance can be assessed objectively
by quantifying balance control through the use of a device—typi-
cally a force plate, accelerometer, or inertial sensor. Objective
assessment removes the element of human bias and increases accu-
racy of the measurement, so long as the device is adequately cali-
brated. Thus, objective neuromotor assessment may be appropriate
if measurement accuracy is desired. However, objective assessment
typically requires time, financial, and/or human resources that may
not be available in all settings. Therefore, subjective assessment,
which relies on little-to-no equipment and minimal training, may
be more appropriate for some settings, though it should be noted
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that most subjective assessments become more reliable when more
training and experience is provided to the administrator. A chal-
lenge for in-theater environments in military settings is that many
of the medics/corpsmen will have limited training and even more
limited experience assessing service members in a battle zone,
creating a need for objective and portable assessment tools.

Second, regardless of whether the administrator selects an
objective or subjective assessment, it should be reliable (consis-
tently measure performance the same way) and valid (accurately
measure performance) in order to have clinical utility. The reliabil-
ity and validity of some subjective tests of neuromotor performance
have been questioned [63–65], primarily due to within- and
between-administrator rating issues. Objective neuromotor assess-
ments are typically more reliable, but do require rigorous testing
and comparison with other existing methods to ensure their valid-
ity. For example, the reliability and validity of a custom smartphone
application (app) designed to objectively measure dynamic balance
performance was recently examined [66], and other smartphone
apps have been similarly examined to ensure they are a reliable and
valid way to measurement neuromotor performance [67–71].

Third, portability should be considered. Traditionally, objec-
tive balance assessments were not portable due to their reliance on
equipment that was too large to move or that needed stable (i.e.,
flat and non-vibrating) environments. Recent technological
advances have led to portable devices, such as the force plate offered
by BTrackS [65] and the smartphone app offered by Sway Medical
[72, 73]. However, both of these portable solutions rely on a static
balance test, which may mask functional changes in behavior due to
low task difficulty [74]. Thus, a dynamic balance test requiring
participants to maintain balance during movement may be desired
for some settings.

Lastly, cost and accessibility should be considered. Most sub-
jective neuromotor assessments have low cost due to their reliance
on little-to-no equipment and minimal training. The cost of objec-
tive neuromotor tests using research grade sensors has traditionally
been in the thousands of dollars. However, in the rapidly changing
technology market, the cost of equipment to objectively test neu-
romotor performance has substantially dropped in recent years.
Portable force plates can be purchased for a fraction of the previous
costs [65, 75] and there are a number of smartphone apps that are
cost-effective or even free. However, before adopting one of these
cost-effective objective neuromotor assessments, it is highly recom-
mended that the administrator investigates whether scientific evi-
dence supports clinical utility of the assessment to ensure it is
reliable and valid [76].
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2 Materials

2.1 Subjective

Assessment Materials

By their very nature, subjective tests require little-to-no materials,
making them attractive to clinicians. For example, the Balance
Error Scoring System (BESS) [77] only requires a foam mat. The
BESS was further simplifed when the mBESS was developed and
removed the need for a foam mat [78]. Previous work has shown
that more errors (i.e., poorer performance) occur on the BESS after
mTBI [52, 79, 80–82]. However, the subjectivity of the BESS
score can lead to less than optimal reliability [63–65], as well as
validity [83]. The Berg Balance Scale (BBS) [84] has been used
with a variety of clinical populations with neuromotor dysfunction
[85, 86], including TBI [87, 88]. The BBS requires a stopwatch,
chair with arm rests, measuring tape, an object to pick up off the
floor, and a step stool. The Functional Gait Assessment (FGA) [89]
is a subjective dynamic balance assessment that is a revised test
based on the Dynamic Gait Index (DGI) [90] and it has been
used with a TBI population [91]. The FGA requires a stopwatch,
marked area 20 ft long by 12 in. wide, a 9 in. tall obstacle, and a set
of steps with railings. Lastly, the Community Balance and Mobility
(CB&M) Scale is a subjective assessment of dynamic balance specif-
ically designed for TBI populations [92]. The CB&M requires an
8 m track, stopwatch, laundry basket, 2 and 7 lb weights, a visual
target consisting of paper circle 20 cm in diameter with a 5 cm in
diameter black circle in the middle, and a bean bag. While some of
these assessments seem to require a long litany of equipment, most
of these items can be easily acquired at a low cost and the assess-
ments themselves do not require extensive training to conduct.

2.2 Objective

Assessment Materials

A force plate has long been used as an objective assessment of
balance in research laboratories by measuring how a person con-
trols their balance through quantifying changes in the center of
pressure (CoP) at the foot–ground interface. As a person leans
forward, their CoP moves forward in order to keep their center of
mass (CoM) within their base of support (BoS), which allows for
the maintenance of upright stance. The force plate measures the
movement over time of the CoP in a horizontal plane defined by
two directions [anterior-posterior (AP) and medial-lateral (ML)],
allowing researchers and clinicians to see how balance control
evolves over time. Trials are typically 30–60 s and recorded at a
high frequency with a high spatial resolution. This type of assess-
ment method has been used extensively to characterize balance
control after TBI [22, 40, 80, 82, 83, 93–103].

Similarly, the NeuroCom Sensory Organization Test (SOT)
(Natus Medical, Inc., San Carlos, CA) uses a force plate to measure
balance control, and the SOT has been used with TBI populations
[82, 98, 100, 104, 105]. The NeuroCom SOT tests balance under
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six conditions, allowing for a measurement of the contributions of
the different sensory systems (visual, vestibular, and somatosen-
sory) to neuromotor performance. While the NeuroCom SOT
allows for a deeper investigation into neuromotor performance, it
does require equipment that is not portable and may not be cost-
effective for all field-based settings.

Traditionally, objective balance assessments were not portable
due to their reliance on force plates that were not easy to move.
However, recent technological advances have led to portable force
plates designed for clinical application. For example, the Balance
Tracking Systems (BTrackS, San Diego, CA) is a portable force
plate and software combination that is designed to objectively
measure balance practically in any setting [65]. The software stores
the participant’s data for future comparison should a head trauma
event occur at a later date.

Other portable sensors have been used to measure balance,
such as accelerometers [106–110] and inertial measurement units
(IMUs) [111–114]. While these types of sensors can be used
independently, they are also embedded in smartphones, leading to
the growth of smartphone apps developed for medical and health
monitoring [115]. There are a number of apps on the market
purported to measure balance [116]. However, researchers and
clinicians should only adopt an app that has sufficient scientific
evidence supporting its clinical utility, of which there are several
options [8, 67, 72, 73, 117–121].

Lastly, high speed motion capture cameras have been used to
objectively measure neuromotor performance after TBI, typically
during gait tasks [122]. These cameras measure the movement of
active or passive sensors placed on the body at sub-millimeter
accuracy, providing a precise measurement of neuromotor perfor-
mance. In addition to steady-state walking [123–127], activities of
daily living have been used to determine how “real-world” or
functional task performance is altered after head trauma, such as
walking over/around obstacles [127–135] or walking with divided
attention [132, 134, 136–140]. Moreover, virtual reality has been
used to create stimuli and/or environments for the patient to
interact with to measure and/or enhance their neuromotor perfor-
mance [141–143]. It has been argued that these more complex
types of tasks may sometimes be necessary to identify neuromotor
dysfunction, especially if the deficits are more subtle, such as after
sub-concussive head trauma [66].

3 Methods

3.1 Subjective

Assessment Methods

A large number of subjective neuromotor assessment methods have
been developed over the years. Some have been tailored for a
specific population, whereas others are designed for more general
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use. There are several online resources available that outline the
different assessment methods and their uses. One of the most
thorough is the Rehab Measures database developed by the Reha-
bilitation Institute of Chicago through the support of a grant from
the National Institute on Disability and Rehabilitation Research
(NIDRR), part of the U.S. Department of Education. Readers are
referred to this database for more information on subjective assess-
ments not covered in this chapter. Below are some of the most
commonly used methods in the context of neuromotor perfor-
mance after head trauma.

3.1.1 Balance Error

Scoring System (BESS)

The BESS is a six item test, with lower scores indicating better
performance. Each test uses three stances (single leg, double leg,
and tandem) on two surfaces (hard and foam surfaces), leading to
six conditions (Fig. 1). The modified BESS (mBESS) was short-
ened by removing the foam surface testing, allowing the mBESS to
be administered without equipment [78]. Participants are asked to
stand in one of the three stances with their eyes closed and hands on
their hips for 20 s. An error is counted each time the participant
makes any of the following movements: (1) moves hands off the
hips, (2) opens the eyes, (3) takes a step, stumble, or fall, (4) abducts
or flexes the hip beyond 30�, (5) lifts the forefoot or heel off the
testing surface, or (6) remains out of the initial testing position for
more than 5 s. Errors are tallied from all trials and a total BESS
score is used for comparison to either normative data [144, 145] or
to the baseline assessment of that individual in order to measure
within-person changes after head trauma.

3.1.2 Clinical Test of

Sensory Interaction and

Balance (CTSIB)

The CTSIB is similar to the BESS in that the goal is to stand still
while the administrator evaluates the person’s performance
[146]. The CTSIB has six conditions: (1) stand on firm surface
with eyes open, (2) stand on firm surface with eyes closed, (3),
stand on firm surface while wearing a visual conflict dome, (4) stand
on foam surface with eyes open, (5) stand on foam surface with eyes
closed, and (6) stand on foam surface while wearing a visual conflict
dome. The visual conflict dome induces sensory conflict by remov-
ing peripheral vision and moving the visual field in a manner that is
consistent with the individual’s sway. Thus, they cannot use visual
information to correct their postural sway. Each condition is per-
formed for 30 s and the test is stopped if the individual’s feet or
arms change position. The total score is derived by adding up the
total number of seconds the individual was able to compete each of
the tasks. A modified version (mCTSIB) was developed that omit-
ted the visual dome conditions.

3.1.3 Berg Balance Score

(BBS)

The BBS is a 14 item test, with higher scores indicating better
performance. Each item is scored from a 0 (lowest) to 4 (highest),
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with 56 as the maximum score. The items include: (1) sitting-to-
standing, (2) standing unsupported, (3) sitting unsupported,
(4) standing to sitting, (5) transfers, (6) standing with eyes closed,
(7) standing with feet together, (8) reaching forward with an out-
stretched arm, (9) retrieving an object from the floor, (10), turning
to look behind them, (11) turning 360�, (12) placing their foot on
a stool, (13) standing with one foot in front of them, and
(14) standing on one foot. Scoring guidance is provided that
reflects the ability to complete the task within a set duration
[147]. For example, in the sitting-to-standing task, the highest
score on this item is given if the participant is able to stand using
no hands and can stabilize themselves without assistance. The
lowest score is given if moderate or maximal assistance is needed
to stand.

Fig. 1 The six conditions of the BESS. Static balance is held with feet together (a), on one leg (b), and in
tandem stance (c) while on a firm surface (a–c) and on a foam surface (d, e). Image used with permission
from [169]
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3.1.4 Functional Gait

Assessment (FGA)

The FGA is a ten item test, with higher scores indicating better
performance. Each item is scored between 0 (lowest) to 3 (highest),
leading to a maximum score of 30. The items include: (1) walking
on a level surface, (2) changing gait speed, (3) walking while
turning the head horizontally, (4) walking while vertically turning
the head, (5) walking with a pivot turn, (6) stepping over an
obstacle, (7) walking with a narrow base of support, (8) walking
with eyes closed, (9) walking backwards, and (10) walking
up/down steps. Scoring guidance is provided that reflects the
ability to complete the task within a set duration [89].

3.1.5 Community

Balance and Mobility Scale

(CB&M)

The CB&M is a 13 item test, with higher scores indicating better
performance. Each item is scored between 0 (lowest) to 5 (highest)
and 6 of the items are scored for both sides of the body. This
effectively leads to 19 scoring assessments and a maximum score
of 96 (one bonus point can be awarded for item #12). The items
include: (1) unilateral stance, (2) tandem walking, (3) 180� tandem
pivot, (4) lateral foot scooting, (5) hopping forward, (6) crouch
and walk, (7) lateral dodging, (8) walking and looking, (9) running
with a controlled stop, (10) forward to backward walking,
(11) walk, look, and carry, (12) descending stairs, and (13) step-
ups. Scoring guidance is provided that reflects the ability to com-
plete the task within a set duration [92].

3.2 Objective

Assessment

3.2.1 Force Plate

BTrackS is a class 1 medical device that measures CoP movement
while the participant stands on a force plate for four 20-s trials with
eyes closed and feet shoulder width apart [65 , 148, 149]. The
portable force plate is connected to a laptop or tablet to automati-
cally record the distance traveled by the CoP (termed path length)
measured in centimeters, which is an objective measurement of a
person’s balance ability (Fig. 2). A higher path length indicates
worse performance. The clinical utility of using BTrackS to measure
neurmotor deficits after a concussion has been documented [149],
along with its utility when used with a fatigued population [150].

The Neurocom SOT was designed to allow researchers to
measure the contribution of the visual, vestibular, and propriocep-
tive systems to balance control. The SOT consists of six conditions
(Fig. 3), with the goal in each condition to preserve static upright
posture. Each condition is repeated three times for 20 s each:
(1) eyes open on a firm surface, (2) eyes closed on a firm surface,
(3) eyes open with a sway reference visual surround, (4) eyes open
on a sway reference support surface, (5) eyes closed on a sway
referenced support surface, and (6) eyes open on a sway referenced
support surface and surround. The sway referenced description
refers to the walls around the force plate (visual surround) and/or
the force plate itself (support surface) moving in conjunction with
the person’s swaying, making it difficult to use that information to
correct their posture. The clinical utility of the Neurocom SOT
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with a TBI population has been demonstrated [98, 100]. However,
the cost of the Neurocom SOT is a barrier for some researchers and
clinicians. To address this challenge, the Virtual Environment TBI
Screen (VETS) was recently developed and validated relative to the
Neurocom SOT with a TBI population [105]. The VETS provides
a cost-efficient and sensitive way to assess neuromotor performance
by probing neurosensory contributions to balance control. It uti-
lizes a commercially available gaming force plate, the Nintendo Wii
balance board, which has been found to be reliable and valid for
postural assessment [75, 151].

3.2.2 Smartphone Apps There are a number of smartphone apps on the market to measure
balance control [116]. However, most of them have little-to-no
scientific documentation supporting their clinical utility. One app
that is commercially available and does have documentation is the
Sway Balance app offered by Sway Medical, LLC (Tulsa, OK). The
app is FDA cleared and scientific studies have been
publishing showing the app’s validity, reliability, and clinical utility

Fig. 2 The BTrackS portable force plate system. Image used with permission
from [150]
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[72, 73, 118]. Specifically, the Sway Balance app has been com-
pared to BESS, Athlete’s Single Leg Test protocol, and the Biodex
Balance System—all accepted assessments of balance control—and
the data showed that the Sway app was a valid measure of balance.
The Sway Balance app protocol has participants stand in five stances
on a firm surface with their eyes closed for 10 s each while holding
the phone against their chest (Fig. 4). The stances are: (1) feet
together, (2) tandem stance (right foot behind left foot), (3) tan-
dem stance (left foot behind right foot), (4) stance on right foot
only, and (5) stance on left foot only [118]. While good clinical
utility has been shown with the Sway Balance app, the protocol
relies on static balance, which may mask neuromotor deficits in
some cases [74]. To address this challenge, an app (termed
AccWalker) was developed that uses a dynamic balance protocol.
Rather than having people stand still, the AccWalker app uses a
sensor fusion algorithm to collect data from the accelerometer,
magnetometer, and gyroscope in order to track a person’s perfor-
mance during a stepping-in-place task that is completed under
three conditions: eyes open, eyes closed, and while laterally rotating
the head from side to side. Data from this app and dynamic balance

Fig. 3 The six conditions of the Neurocom SOT. Image courtesy of Natus Medical
Incorporated
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protocol have been shown to be reliable and valid [66], as well as
having clinical utility in a sub-concussed [8] and concussed
population [152].

3.2.3 Accelerometers/

IMUs/Motion Capture

The previous sections outlined protocols using objective neuromo-
tor assessment tools. Depending on the context and research ques-
tion, researchers sometimes adopt sensors such as accelerometers,
IMUs, or motion capture to measure neuromotor performance
during unique tasks. These tools are useful because they are porta-
ble and allow the researcher to measure human movement in a

Fig. 4 The five conditions of the Sway Balance app protocol. Image used with permission from [118]
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variety of contexts. However, there are no standardized protocols
to report, only the knowledge that these tools exist to address
unique movement patterns outside of standardized neuromotor
assessment protocols.

3.2.4 Linear

vs. Nonlinear Methods

Regardless of how the objective assessment data are collected, how
the data are processed is an important consideration. A common
method—commonly termed a linear or summary metric
approach—is to look at the average performance (e.g., mean) or
the average variation (e.g., standard deviation or coefficient of
variation). While this approach has certainly been useful in clinical
and research settings, it fails to characterize time-evolving patterns
in the data that could be informative about the control process. To
address these patterns in humanmovement data, a nonlinear metric
framework has been developed over the past three decades
[153–160], with a significant increase in popularity in recent years
[161–165]. This nonlinear framework has been adopted in studies
examining balance and gait control in populations with TBI
[97, 99, 100, 102, 166–168] and shows promise to more fully
characterize neuromotor performance after head trauma [103].

4 Conclusions

The technology available today provides clinicians and researchers
with many options to objectively measure neuromotor perfor-
mance. The challenge that clinicians face with regard to head injury
is that the field is largely dependent on symptomology, since very
few objective biomarkers exist. This is especially problematic when
dealing with sub-concussion and low-level blast injury, because
blast-exposed individuals are often subjectively unaware of any
deficits that may have been caused. In other words, they may have
no symptoms to report. The problem is further compounded by
growing evidence that repetitive exposure to low-level forces or
blast waves may have a cumulative effect across time, despite no
single event causing a victim to have any symptoms. Therefore, one
of the major dilemmas that researcher and clinician must address, is
how to increase the sensitivity of objective assessments. Using new
technology, new analysis techniques, and gaining a greater under-
standing of the pathology will all serve to improve the clinician’s
ability to identify underlying deficits related to repetitive blast
exposure.

Some of the technology that is now available to address this
challenge is relatively new. However, there are options available that
have appropriate scientific validity, reliability, sensitivity, and clinical
utility. Many objective assessments have been validated against the
more scientifically supported subjective assessments. These
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objective assessments may also be tested together with subjective
assessments of neuromotor performance to measure different
dimensions of behavior after head trauma in order to help guide
differential diagnosis following blast injury. As the Information Age
continues to mature, we will likely be able to monitor more ele-
ments of human physiology and behavior, such as remotely moni-
toring biomarkers, heart arrhythmias, and fatigue. Combining
these elements with objective measurements of neuromotor perfor-
mance will help clinicians make more informed decisions about a
patient’s ability to return-to-duty/activity/work/learn.
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Chapter 19

Translingual Neurostimulation (TLNS): Perspective
on a Novel Approach to Neurorehabilitation after
Brain Injury

Yuri Danilov and Dafna Paltin

Abstract

CN-NINM technology represents a synthesis of a new noninvasive brain stimulation technique with
applications in physical medicine, cognitive, and affective neurosciences. Our new stimulation method
appears promising for the treatment of a full spectrum of movement disorders and for both attention and
memory dysfunction associated with traumatic brain injury. The integrated CN-NINM therapy proposed
here aims to restore function beyond traditionally expected limits by employing both newly developed
therapeutic mechanisms for progressive physical and cognitive training while simultaneously applying brain
stimulation through a portable neurostimulation device called the PoNS™. Based on our previous research
and recent pilot data, we believe a rigorous in-clinic CN-NINM training program, followed by regular
at-home exercises that will also be performed with CN-NINM, will simultaneously enhance, accelerate, and
extend recovery from multiple impairments (e.g. movement, vision, speech, memory, attention, and
mood), based on divergent but deeply interconnected neurophysiological mechanisms of neuroplasticity.

Key words Neurorehabilitation, Neuromodulation, Translingual neurostimulation, PoNS device,
Targeted therapy, Cranial nerve, Neuroplasticity

Abbreviations

CN-NINM Cranial-nerve noninvasive neurostimulation
MS Multiple sclerosis
TBI Traumatic brain injury
TLNS Translingual neurostimulation
TNS Trigeminal nerve stimulation
VNS Vagal nerve stimulation

1 Introduction

The goal of the current chapter is to introduce our approach to
neurorehabilitation called Cranial Nerve Noninvasive

Amit K. Srivastava and Charles S. Cox, Jr. (eds.), Pre-Clinical and Clinical Methods in Brain Trauma Research, Neuromethods,
vol. 139, https://doi.org/10.1007/978-1-4939-8564-7_19, © Springer Science+Business Media, LLC, part of Springer Nature 2018
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Neuromodulation (CN-NINM) technology. CN-NINM is a
method of intervention that combines Translingual Neurostimula-
tion (TLNS), the Portable Neurostimulation Stimulator (PoNS™)
device, and targeted training designed for movement control
rehabilitation.

The basic principle of CN-NINM, as a platform technology,
uses neurostimulation to access brain networks through cranial
nerves to build a foundation for development of future directions
of neurorehabilitation such as headache, tinnitus, sleep, depression,
etc. It is noteworthy that the principles and corresponding treat-
ment regimens, based on CN-NINM technology, were already
successfully implemented for neurorehabilitation of other neuro-
logical conditions such as balance, gait, eye movement control,
speech, and cognitive functions [1, 2]. Therefore, CN-NINM
technology should be considered to be a practical realization of
several theoretical concepts, based on recent scientific discoveries in
the field of neuroscience.

First, we would like to consider abnormal neurological condi-
tions, in the view of modern network science, that result from
disruption in similar brain networks. The current understanding of
neural-network organization can describe the variety of structural
and functional network changes in many neurological and psychiat-
ric diseases, especially in dementia, epilepsy, and schizophrenia, but
also in traumatic brain injury (TBI), Parkinson’s disease, multiple
sclerosis (MS), cerebrovascular disease, coma, and many other con-
ditions categorized as neuronal network disorders [3–5].

The complexly distributed neuronal network, with multiple
cortical and subcortical components, is the physical substrate for
any sensory, motor, and sensory-motor integrative system,
providing, in turn, normal physiological or behavioral function
such as vision, hearing, postural and eye movement control, as
well as multiple others. Damage to or malfunction of any part of
said functional network leads to dysfunction of the whole sensory-
motor system (spatial and/or temporal abnormalities) that fre-
quently manifests as clinical symptoms.

Second, the situation with the rehabilitation of many neuro-
logical symptoms is very similar. Neurological disorders like TBI,
stroke, neurodegenerative disorders, or drug overdose (chemical
trauma) can affect many distributed networks on several different
levels and locations. So far, it is almost impossible to identify the
exact place and extent of such damages or the extent of malfunc-
tioning tissues as a result of abnormal connectivity with damaged
areas. The abnormalities in the functional relationship between
areas and structures, and the abnormalities in the spatiotemporal
organization of separate neurons and clusters of neurons, are still
beyond our reach for assessment and evaluation. As a result of such
uncertainty, therapeutic and rehabilitation resources are signifi-
cantly limited. For example, there are no effective rehabilitation
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programs for chronic stage patients after stroke and TBI, the
majority of MS symptoms are considered nonrecoverable, and
there is no effective treatment for tinnitus. Physical therapy can
help these conditions to some extent, but not dramatically.

TLNS technology was originally designed to modulate com-
plex networks for the purpose of neurorehabilitation. We started
from the balance sensory-motor integration network, specifically
from postural control rehabilitation after peripheral vestibular
damages [6–8]. Later we extended our approach to the proprio-
ceptive component of balance (multiple sclerosis, amputee), to gate
control rehabilitation (Parkinson’s disease, MS, TBI, stroke, cere-
bral palsy), and eye movement control. The combination of neuro-
stimulation (using the PoNS™ device) and targeted therapy (a set
of challenging exercises explicitly targeting the affected network)
became the mainframe of TLNS therapy that is applicable to the
rehabilitation of many neurological disorders which are so far
mainly considered untreatable [1, 2, 9].

1.1 Neurostimulation Although brain stimulation is well known from ancient Greek and
Roman times’ Galen and Scribonius Largus, who used electric eels
to treat headaches and various other disorders, the current “explo-
sion” of new neurostimulation methods, devices, and applications
are hard to even count. Currently, more than a dozen forms of brain
stimulation are undergoing development and evaluation as inter-
ventions for neurological and psychiatric disorders [10].

Neurostimulation and neuromodulation techniques are unique
forms of treatment distinctly different from pharmacology, psycho-
therapy, or physical therapy. While these terms are often used
interchangeably, for the purpose of this chapter and the benefit of
this ever-expanding and dynamic field, we propose an important
differentiation: neurostimulation refers to the physical action of
stimulating the nervous system, whereas neuromodulation is the
product or result of said stimulation.

1.2 Types

of Neurostimulation

The specificity and applicability of different neurostimulation
methods depend on several key factors: the anatomical location of
the stimulation target, physical properties, and the spatiotemporal
parameters of stimulation.

The human nervous system is a complex set of interrelated and
interacting subsystems with hierarchical modularity. The modules
correspond to major functional systems such as motor, sensory, and
association networks. The subsystems are characterized by both
their anotomic positions and their functional specificities.

At the highest level, the nervous system is divided into central
and peripheral nervous systems. The central nervous system (CNS)
is comprised of the brain and spinal cord and the peripheral nervous
system (PNS) incorporates all the remaining neural structures
found outside the CNS. The PNS is further divided functionally
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into the somatic (voluntary) and autonomic (involuntary) nervous
systems. The PNS can also be described structurally as being com-
prised of afferent (sensory) nerves, which carry information toward
the CNS, and efferent (motor) nerves, which carry commands away
from the CNS [11].

The PNS also consists of spinal nerves and cranial nerves.
Although 12 pairs of cranial nerves emerge directly from the brain
(anatomically they are part of CNS), and 10 pairs of them arise from
the brainstem, they are formally considered a part of the PNS.

Correspondingly, all neurostimulation systems can be distinct
at the site of application: cranial, spinal cord, spinal ganglion, or
sciatic nerve neurostimulation systems. It is vital to note that the
stimulation of specific brain regions produces equally specific reha-
bilitation functions.

Neurostimulation systems can either be invasive or non-inva-
sive. According to the National Institutes of Health, non-invasive
devices can be defined as those that do not require surgery and do
not penetrate the brain parenchyma. Furthermore, the devices for
cranial stimulation can be segregated by type of energy source and
include, but are not limited to, those used for focused ultrasound
stimulation, magnetic seizure therapy, electroconvulsive therapy,
static magnets, transcranial alternating current stimulation, tran-
scranial direct current stimulation, transcranial magnetic stimula-
tion, and electromagnetic stimulation in radio frequency range, in
addition to several new emerging systems based on optical stimula-
tion of the brain tissue, including infrared light [1, 12, 13].

It is important to note that neurostimulation can be external,
exogenous, or generated outside of the neural system
(e.g. transcranial magnetic stimulation (TMS), and transcranial
direct current stimulation (tDCS)), and still attempt to affect excit-
able neuronalmembranes directly by inducing or suppressing neural
activity in the brain network [1]. This kind of stimulation is an
artificial (rather than natural) activation of brain structures by
electrical or magnetic fields, electrical current, light, or ultrasound
(usually applied from outside the body or skull) and is fundamen-
tally different from natural (internal, indigenous) activation.

The natural source of brain activation is neural impulses or
spikes that are generated by billions of specialized natural receptors
located within the skin or internal body tissues: This is internal
stimulation from impulses streaming to the spinal cord and brain
via nerves and distributed across multiple brain structures
[1]. Engagement with natural pathways results in the activation of
complex neuronal networks using naturally designed spatial and
temporal patterns, which are unique for different brain structures
and based on both the anatomical and physiological type of neu-
rons, as well as the patterns of interneuron connections. Similar to
these processes are neurostimulation systems that activate the spe-
cific receptors, free nerve endings or nerve trunks create the spike
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flow. In such a case, the primary stimulation on the periphery of the
neural system is also artificial, but the real factor affecting the CNS
is the flow of natural spikes, generated and distributed internally.

1.3 Peripheral Nerve

Stimulation

In 1967, after the introduction of the dorsal column of spinal cord
stimulation, the peripheral nerve stimulation (PNS) became a well-
established and accepted method for the treatment of various pain-
ful conditions. As a pillar for the entirety of neuromodulation
technology, PNS become mainly oriented on spinal ganglia
(SGS), spinal nerve roots (SNRS), and nerve trunk stimulation
(e.g. sciatic or phrenic nerve) and was focused on management of
truncal and abdominal pain, migraine and cluster headache, fibro-
myalgia and lower back pain, urinary and gastrointestinal disorders,
etc. [14]. In general, PNS applies mainly implantable, subcutane-
ous or epidural stimulation techniques. Several new non-invasive
PNS methods are currently under development, such as
non-invasive spinal cord stimulation (pcEmc) and transcutaneous
vagal neurostimulation systems (tVNS) for activation of the auricu-
lar branch of the vagus nerve.

1.4 Cranial Nerve

Stimulation and

Neurorehabilitation

One of the major problems of neurorehabilitation is the complexity
and diversity of the brain’s damage. Acquired brain injury (ABI)
and neurodegenerative disorders create multiple sites of malfunc-
tioning or physically damaged neural tissue. As a result, various
functional systems become inefficient or desynchronized; multiple
symptoms develop almost simultaneously. The diversified nature of
neural network malfunctions and the lack of methods for localizing
such damages becomes an overwhelming complication for efficient
neurorehabilitation, making full spectrum symptoms and disorders
“untreatable.”

The majority of existing methods of neurostimulation are lim-
ited in several ways. The functional specificity of stimulation creates
an extended family of systems for the management of selected body
parts or muscular groups. The anatomical specificity and localiza-
tion of electrodes also restrains the efficiency of neurostimulation
for functional recovery. The surgical precision of DBS stimulation
and the small volume of affected tissue (only several cubic milli-
meters) allow changes in the activity of only a single node within a
widely distributed functional network. In contrast, the amount of
brain tissue affected by TMS might be extended to dozens of cubic
centimeters but only activated in an unnatural manner and without
functional specificity.

Cranial nerve stimulation might help to solve some of these
problems. Cranial nerves are the most powerful nerves that are
directly connected to the brain and spinal cord [1]. It is vital to
note that all primary sensory systems stream information into the
CNS. Vision, hearing, smell, taste, vestibular signal, and proprio-
ception of the face and tongue continuously activate the whole
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brain via cranial nerves (either directly or indirectly). If we assume
that “multidimensional” damage needs “multidimensional” reha-
bilitation, then cranial nerve stimulation may be the solution.

Thus, Translingual Neutostimulation (TLNS) is a unique way
to directly and simultaneously activate multiple brain networks by
generating natural spike flow from the periphery. We suggest that
the non-invasive and safe “injection” of natural neural activity into
damaged neural networks initiates the recovery process based on
mechanisms of activity-dependent plasticity [15].

2 Existing Methods

The family of cranial nerve stimulation systems is small in compari-
son with the variety of other neurostimulation systems, and rela-
tively young. The first U.S. FDA approval for vagal nerve
stimulation (VNS, Cyberonics, Inc.) was received in 1997. It is a
small wonder that the reception of all new methods of neurostimu-
lation, in general, remains controversial and not widely accepted.
Many cranial nerve neurostimulation systems are currently under
development and some have yet to be explored. For example, the
olfactory nerve has not been investigated for neurostimulation
purposes yet. The optic and auditory nerves are primarily targeted
for various sensory prosthetic devices, such as artificial retinas and
cochlear implants, but rarely explored for rehabilitative or
recovery treatments.

However, there is one system for retina and optic nerve stimu-
lation that should be mentioned here: trans-corneal electrical stim-
ulation (TcES), which involves the use of a low-intensity electrical
current in the treatment of ophthalmic diseases, including injuries
of optic nerve, light-induced photoreceptor degeneration, ocular
ischemia, macular dystrophy, and retinitis pigmentosa.

Among the others, two pairs of cranial nerves are intensively
under investigation for neurorehabilitation purposes: vagal nerve
and trigeminal nerve. Both are large, mixed (sensory and motor)
cranial nerves.

2.1 Vagal Nerve

Stimulation (VNS)

Primary applications for VNS are epilepsy, depression, anxiety, and
obesity. The target of vagal nerve stimulation (VNS) is the tenth
cranial nerve that emerges from the brain at the medulla (brain-
stem) [13]. It is the longest cranial nerve, extending into the chest
and abdominal cavity. Typically, a battery-operated generator is
implanted subcutaneously in the left chest wall. An attached elec-
trode is then tunnelled under the skin and wrapped around the left
vagal nerve in the neck.

Adverse effects of VNS can be separated into those associated
with the complications of the surgery and those resulting from the
side effects from the stimulation. While risks associated with
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surgery are minimal, they remain an important consideration for
both clinicians and patients [13].

There is one non-invasive method, which transcutaneously
stimulates the auricular branch of the vagal nerve. It was developed
for the treatment of a chronic migraine (NEMOS™, Cerbomed,
Erlangen, Germany). A recent study provides evidence that stimu-
lation using NEMOS™ at 1 Hz for 4 h daily is effective for chronic
migraine prevention over 3 months [16, 17]. These results are
promising and warrant further scientific and clinical investigation.

2.2 SYMPATO-

CORRECTION

SYMPATOCORRECTION™ Technology is a method of dynamic
correction of the activity in the sympathetic nervous system. It was
developed to regulate the balance between the sympathetic and
parasympathetic parts of the autonomic (i.e. vegetative) neural sys-
tems in range of the natural “homeostatic corridor” [18]. The SYM-
PATOCOR™ device provides transcutaneous electrical nerve
stimulation (TENS) of the autonomic nervous system by delivering
a space-distributed field of low-frequency current impulses (FCI) to
the neck nerve-knot projections from the sympathetic part of the
autonomic nervous system. The FCI signals differ from those typi-
cally used in TENS because of the spatiotemporal pattern of stimula-
tion, which is formed between the electrodes. In the cathodes area,
the current structure consists of spatially-distributed partial impulses.
In the anodes area, the pulse structure consists of the spatially con-
centrated structure of the partial impulses. The number of impulses in
the structure is equal to the number of cathodes and the impulse
duration ranges from 400 to 600 μs, which corresponds to the
velocity of creating the excitation in the nonmyelinated nerve fibers.

Indeed, during stimulation of the neck and tongue regions, it is
possible to impact both the parasympathetic and sympathetic struc-
tures of the autonomic nervous system (ANS) and affect the
ascending afferent conductive pathways, their corresponding cen-
ters in the brainstem, and subcortical and cortical areas of the brain.
The neck section of the sympathetic stem consists of three nodes as
well as inter-node connection branches that are located in the deep
neck muscles behind the pre-spinal plate of the neck fascia.

Considering that the treatment of pathological processes that
affect the ANS is challenging in itself, it is not surprising that using
traditional methods to treat the subsequent autonomic disorders,
and accompanied symptoms, frequently are not the targets of the
major treatment at all.

To this end, SYMPATOCOR™ can be used as a supplemental
tool in the rehabilitation process. It has become especially impor-
tant in cases of brain polytrauma or multiple functional damages
after stroke, moderate traumatic brain injury, or in the advanced
stage of multiple sclerosis. Moreover, it may be the only way to
noninvasively recover various autonomic functions, such as bladder
and bowel control, GI motility, hypertension, etc. [19, 20].
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2.3 Trigeminal Nerve

Stimulation (TNS)

TNS targets the upper ophthalmic branches of the trigeminal
nerve. There are two devices, NeuroSigma™ and Cephaly™,
which were originally developed to treat drug resistant epilepsy
and sleep disorder, respectively. Reported side effects of Neuro-
Sigma™ were mild and included skin irritation, tingling, forehead
pressure, and headache [21]. Miller et al. [22] found no side or
adverse effects from using Cephaly™, which is consistent with our
own experience using the PoNS™ device. This consistency is both
validating and encouraging for the continued exploration of tri-
geminal nerve stimulation therapies.

3 PoNS™ Device

The PoNS™ device, shown in Figures 1 and 2, achieves localized
electrical stimulation of afferent nerve fibers on the dorsal surface of
the tongue via small surface electrodes. Because of the resulting

Fig. 1 PoNS™ device, displaying the palm-sized stimulator and tongue array

Fig. 2 A closer view of the PoNS™ device tongue-tab and electrode array

314 Yuri Danilov and Dafna Paltin



tactile sensation, which depending on stimulation waveform typi-
cally feels like vibration, mild tingling, or pressure, it is certain that
tactile nerve fibers are activated. Taste sensations are infrequently
reported, although it is not known whether gustatory afferents are
in fact stimulated, given the nonphysiological patterns of activation
likely to result from PoNS-induced stimulation of these fibers
[1]. Figures 3, 4, 5, and 6 depict two different study participants
demonstrating how the device is used under the guidance of a
trained physical therapist. Figure 7 shows the device in use while
an individual performs physical exercise on a treadmill as part of the
TLNS intervention.

Fig. 3 A participant demonstrates how the PoNS™ device is worn around the
neck and held in the mouth

Fig. 4 The same individual as seen in Figure 3 demonstrates using the PoNS™
device during a treatment session with a physical therapist
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All electrotactile systems, including the PoNS™ device, must
adhere to a set of core principles to ensure comfortable and con-
trollable tactile precepts, as well as safe operation. As these have
already been extensively reviewed [23, 24], we will focus on the
application of these principles specifically to the PoNS™ device.
An expanded discussion of the waveform, electrode, and safety
features appropriate for tongue stimulation has been previously
published [1, 25].

Fig. 5 A second participant demonstrates how the PoNS™ device is worn around
the neck and held in the mouth

Fig. 6 The same individual as seen in Figure 5 demonstrates how the PoNS™
device is used while training with a physical therapist
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3.1 Why the Tongue?

Part I

Electrotactile stimulation supplanted the vibro-tactile stimulation
because it is simpler, lighter, consumes less energy, and is easier to
control the stimulus. Various improvements have led to the current
system. It is an example of a new generation of sensory substitution
devices based on computer-controlled electrical stimulation of the
human skin in the most densely innervated tactile areas: the tongue
and the fingers. The tongue was preferable because it affords a
better environment (constant acidity level (pH), constant tempera-
ture and humidity, and low excitability thresholds) in comparison
with the fingertip (variable hydration, thickness of the skin, surface
contaminants, relatively limited and highly curved surface area
available for stimulation, and high excitability thresholds).

3.2 Physical

Construction

From around the neck, The PoNS™ device is held lightly in place
using the tongue and lips by a tab that goes into the mouth and
rests on the anterior, superior part of the tongue. The paddle-
shaped tab of the system has a hexagonally patterned array of 143
gold-plated circular electrodes (1.50 mm diam., on 2.34 mm cen-
ters) that is created by a photolithographic process used to make
printed circuit boards.

Fig. 7 A participant uses the PoNS™ device under the supervision of a physical therapist while performing
the exercise component of TLNS therapeutic intervention on a treadmill
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The PoNS™ device is powered by an internal battery so that it
may be recharged via an external power supply that plugs into a
120-V or 240-V AC electric outlet, similar to a mobile phone.

3.3 Electrical

Stimulation

The tongue electrodes deliver 19-V positive voltage-controlled
pulses that are capacitively-coupled to: (A) limit maximal charge
delivered in the rare event of circuit failure and to (B) ensure zero
dc to the electrodes, thereby minimizing potential tissue irritation
due to electrochemical reactions. However, it is important to note
that such irritation has never been observed or reported using the
PoNS™ device. Tongue sensitivity to positive pulses is greater than
that of negative pulses. The pulse width is adjustable in 64 unequal
steps from 0.4 to 60 μs by the intensity buttons. This intensity
control scheme takes advantage of the steep section of the
strength–duration relationship for electrical stimulation of neural
tissue.

These pulses repeat at a rate of 200/s, which is within the
typical physiological firing rate for tactile afferents. Because of the
neural refractory period, and extrapolated from earlier single-fiber
median nerve response to similar electrotactile stimuli on the rhesus
monkey finger-pad [26], it is presumed that, at most, one action
potentially occurs in any given afferent fiber for each stimulation
pulse. To minimize sensory adaptation [26] and ensure good qual-
ity of sensation [27], every fourth pulse is removed from the pulse
train, so that each electrode delivers a burst of three pulses every
20 ms.

This combination of pulse amplitude and width results in an
electrotactile stimulus that may be varied by the user from well
below a sensory threshold to a perceived sensation at the upper
limit of comfortability.

3.4 Electrode Arrays

and Pulse Sequencing

The PoNS™ electrode array is irregularly shaped to take advantage
of the most sensitive regions of the tongue, and is comprised of
143 electrodes nominally organized into nine 16-electrode sectors.
Within each sector, one electrode is active at any moment (pulse
beginnings staggered by 312.5 μs), with unstimulated electrodes
serving as the return current path. The nine sectors present simul-
taneous stimulation, with the intensity of each sector adjusted to
compensate for the variability of tongue sensitivity to electrotactile
stimuli. The sensation produced by the array has been described as
similar to the feeling of drinking a carbonated beverage.

The impedance of the electrode, skin interface, presents as a
resistive component of approx. 3 kΩ, in series with a resistive–ca-
pacitive network of 4–4.5 kΩ in parallel with 0.5 nF. The pulse
current, therefore, contains a brief leading spike followed by an
exponential decay to a plateau current of approximately 3 mA.
Voltage control is used rather than the current control of typical
electrotactile systems because the tongue electrode impedance is
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relatively stable compared to cutaneous loci otherwise used (such as
the abdomen or fingertip). Use of voltage control affords circuit
simplicity and therefore economy of component, space, and
battery.

The electrode size and geometry were chosen to achieve a
reasonable balance between the number of electrodes that may be
packed into the array area and the comfortability and controllability
of the electrotactile percept. The overall result of this stimulation is
the comfortable and convenient presentation of almost 26 million
stimulation pulses to the tongue during a typical 20-minute therapy
session. How many action potentials propagate to the brain as a
result of this surface stimulation at this point is unknown.

4 Translingual Neurostimulation (TLNS)

4.1 How the PoNS™
Works

In brief, TLNS uses sequenced patterns of electrical stimulation on
the anterior dorsal surface of the tongue to stimulate the trigeminal
and facial nerves. From a technical point of view, the electrical
stimulation of the tongue skin by PoNS™ device is likely one of
the safest. In each particular moment, only 1 set of 9 out of
143 PoNS™ electrodes are active, surrounded by ground electro-
des (16 possible sets in total). Each electrode creates the area of
activation—1.77 mm2. The set of nine electrodes activates total
area of 15.9 mm2 or 0.16 cm2. That is a maximum area of the
tongue surface activated by PoNS™ in the single moment.

The signal pattern on each electrode is a sequence of very short
rectangular impulses (fixed 19 V value) with a duration of each
from 0.4 to 60 μs. For comparison, each natural neural impulse
(spike duration) is 1 ms¼ 1000 μs (1.5–3 ms is a length of full spike
waveform).

Considering the pattern of stimulation (sequence of triplet
bursts), total stimulation time for single electrodes is in a range
from 0.1 to 11 s, during typical PoNS™ application for 20minutes.
Due to the multiplexed nature of the stimulation, each set of
16 electrodes, therefore, delivers a total stimulation time of
1–173 s during one full session.

The depth of stimuli penetration in the PoNS™ device is fixed
because perceptual intensity is regulated by signal duration, not
by current or voltage. The normal thickness of the human tongue
epithelia varies from 400 to 800 μm (0.4–0.8 mm). In the deeper
layers, there are muscular fibers, which are moving the human
tongue. Electrical stimulation of such fibers creates a very distinct
sensation of jerking movements of the tongue surface. Our sub-
jects never reach such sensation because they are instructed to
limit the intensity of stimulation to their “maximal comfortable
level.” So, we can suggest that the depth of real activation is about
400–600 μm (0.4–0.6 mm) range. Then total volume of
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electrically activated tissue in each particular moment is—for one
electrode—0.53–1.06 mm3, for the set of nine electrodes—
4.78–9.56 mm3. Therefore, from a technical point of view, the
set of nine electrodes PoNS™ device activates 0.16 cm2 in area
and 5–10 mm3 of tissue volume in each particular moment, but
not more than 154 s during 20 minutes’ session.

4.2 Why the Tongue?

Part II

The anterior dorsal surface of the tongue is a patch of the human
skin with a unique innervation pattern. The relatively thin
(in comparison to other skin areas) oral epithelium is saturated by
a different kind of mechanic there, and taste receptors in addition to
free nerve endings stratified in its depth. It is the area with the
maximal density of mechanoreceptors, and, like the fovea in the
retina, have the minimum two-point discrimination threshold—
0.5–1 mm for mechanical stimulation [28] and 0.25–0.5 mm for
electrotactile stimulation (unpublished data). The physical density,
spatial distribution, size of the receptive fields and their overlapping
coefficient, spatial and temporal summation properties are largely
unknown, especially for electrotactile stimulation [29].

The two major nerves from the tip of the tongue deliver
information streams directly to the brainstem—the lingual nerve
(the texture of food) and chorda tympani (taste of food). Accord-
ing to our approximation, 20–25 thousand neural fibers deliver
neural impulses from this area (about 7.5 cm2) covered by
PoNS™ electrode array.

4.3 CN-NINM

Technology Platform

It is important to clarify that CN-NINM is a platform that consists
of many technologies, all of which target cranial nerves—primarily
vagal and trigeminal—with the intention of influencing the central
nervous system. NeuroSigma™, Cefaly™, NEMOS™, and SYM-
PATOCOR™ are examples of other technologies within the
CN-NINM canon. TLNS, using the PoNS™ device, is a novel
class of stimulation to join this existing platform.

However, these other stimulation devices and techniques target
their stimulation to nerve trunks. TLNS alternatively targets the
receptors and nerve endings. In this way, TLNS is closer to natural
stimulation than the other techniques because synchronous stimu-
lation of nerve receptors is a more natural input than stimulation of
nerve trunks.

5 Induced Neuroplasticity

Our hypothesis is that TLNS induces neuroplasticity by noninva-
sive stimulation of two major cranial nerves: trigeminal, CN-V, and
facial, CN-VII. This stimulation excites a natural flow of neural
impulses to the brainstem (e.g. pons varolli and medulla) and
cerebellum, via the lingual branch of the cranial nerve (CN-Vc)
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and chorda tympani branch of CN-VII, to effect changes in the
function of these targeted brain structures [30].

The spatiotemporal trains of neural activation induced in these
nerves eventually produce changes of neural activity in
corresponding nuclei of the brainstem—at least in the sensory
and spinal nuclei of trigeminal nuclei complex (the largest nuclei
in the brainstem, extending from the midbrain to the nuclei of the
descending spinal tracts), and the caudal part of the nucleus tractus
solitarius, cochlear, cuneate and hypoglossal nuclei and upper seg-
ment of the spine (C1–C3), where both stimulated nerves have
direct projections.

Changes in neural activity were evident in the results of our
pilot study, wherein we also developed a new fMRI signal proces-
sing method to yield high-resolution images of the pons, brain-
stem, and cerebellum beyond that previously reported, allowing
observation of changes in functional activity in all of the regions of
interest [31–33]. We are particularly interested in these specific
changes in the pons, brainstem, and cerebellum because these
neural structures are the major sensory integration and movement
control centers of the brain and therefore primary targets for
neuromodulation.

We postulate that the intensive activation of these structures
initiates a sequential cascade of changes in neighboring and/or
connected nuclei by direct projections and collateral connections,
by activation of brainstem interneuron circuitries (reticular forma-
tion of the brainstem), and/or by passive transmission of biochem-
ical compounds in the intercellular space (release of
neurotransmitters in the synaptic gaps). The stream of neural
impulses leads to activation of corresponding neural networks and
massive release of neurotransmitters that eventually activate the
glial networks of the brainstem (responsible for maintenance of
the neuronal environment and synaptic gaps).

This, in turn, causes radiating therapeutic neurochemical and
neurophysiological changes effecting both (a) synaptic and extra-
synaptic circuitries and (b) information processing of afferent and
efferent neural signals involved in movement control, including the
cerebellum and nuclei of spinal motor pathways.

The temporal pattern of our observed retention effects is strik-
ingly similar to the process well known in neuroscience literature
for several decades as long-term potentiation (LTP) and depression
(LTD). Both processes were tested and verified in multiple animal
models by analyzing changes in brain tissue samples, and both are
in intensive use in different models of human processes of learning
and memory as a basic mechanism of the synaptic plasticity of the
brain [34–38].

In brief, synaptic plasticity is a natural manifestation of activity-
dependent processes affecting structure and function of multiple
neuronal networks. As a result of such processes, multiple
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consequential adaptive changes are happening on different levels of
brain organization (molecular, cellular, regional, and systemic),
with different temporal patterns and dynamics (short and long)
that reflects on multiple sensory and motor functions, cognitive
performance, and behavior [39–42].

Intensive repetitive stimulation of neurons leads to the
corresponding activation of synaptic contacts on the axonal tree,
including the whole complex of pre- and post-synaptic neurochem-
ical mechanisms. Multiphasic fluctuations of postsynaptic poten-
tials, frequently described as short-term activity-dependent synaptic
plasticity (in the range of milliseconds, seconds and minutes) has
been shown capable of enhancing synaptic transmissions [43, 44].

In contrast, long-term potentiation (LTP) is the phenomena of
synaptic structural remodeling and formation of new synaptic con-
tacts that is activated by high-frequency stimulation [44–50]. After
10–40 min of high-frequency stimulation (50–400 Hz, range of
frequencies is used in animal research) the number of synapses and
proportion of multiple spine boutons can increase the efficiency of
neural connections. Effects of LTP can continue for several hours
and even days [51].

In our experiments using the PoNS™ device, prolonged and
repetitive activation (20 min or more) of functional neuronal cir-
cuits (e.g. balance and gait) can initiate long-lasting processes of
neuronal reorganization, (similar to LTP), that we can see and
measure in subjects’ behavior. The functional improvement after
initial training sessions continues for several hours. Multiple regular
sequential training sessions lead to the consistent increase of
improved symptom duration and cumulative enhancement of
affected functions.

This regular excitation may also increase the receptivity of
numerous other neural circuitries and affect internal mechanisms
of homeostatic self-regulation, according to the contemporary
concept of synaptic plasticity. We cannot exclude that this induces
simultaneous activation of serotonergic and noradrenergic regula-
tion systems of the brain as well.

The result of this intervention is essentially brain plasticity on
demand—a priming or up-regulating of targeted neural structures
to develop new functional pathways, which is the goal of neuror-
ehabilitation and a primary means of functional recovery from
permanent physical damage caused by stroke or trauma.

The effectiveness of TLNS was demonstrated in multiple case
studies (more than 300 subjects) during the last 10 years. In brief,
statistically significant improvements in balance and gait were
recorded in: An MS pilot study (13 subjects); MS control study
(10/10 subjects); a pilot study on balance disorders (23 subjects); a
pilot stroke study (5 subjects); and traumatic brain injury study
(45 subjects). The results of these cases were presented at various
conferences and publications are currently in preperation.
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An independent control study of the effect of TLNS on balance
and gait in MS subjects [52] was conducted in the Montreal Neu-
rological Institute and Hospital (MNIH). The comparison of fMRI
images before and after TNLS revealed significant changes in the
activity of the cortical areas responsible for gait in the active vs. con-
trol group. Surprisingly, significant changes in blood oxygen-level
dependent (BOLD) signals were also present in areas responsible
for working memory (dorsolateral prefrontal cortex (DLPFC), and
right anterior cingulate cortex (rACC)). Results are in press.

Significant improvements in balance and gait using TLNS
stimulation was found and reported in subjects with chronic spinal
cord injury [53], and in children with posterior fossa [54] and cere-
bral palsy [55].

6 Summary

TLNS is an effective combination of several existing neurostimula-
tion techniques. It stimulates the trigeminal nerve, similar to eTNS
and Cefaly™, but targets a different branch (V3, instead of V1, the
largest branch of the trigeminal nerve). Also, it simultaneously
stimulates the facial nerve (chorda tympani) branch and
corresponding solitary nuclei, as VNS does, but non-invasively.
Furthermore, we are observing activation of the ventral cerebellum
as a result of tongue stimulation. There is solid evidence from
animal research that stimulation of the anterior third of the tongue
can activate the hypoglossal nuclei directly and antidromically.
There is human anatomical data supporting the hypothesis that
TNLS might be considered a soft, non-invasive version of DBS.

Granted, this cranial nerve neurostimulation technology is
coming through its first arduous steps of development. Many
more studies, controlled and blinded, should be conducted. New
problems and solutions must be discovered before we have a better
understanding of the mechanisms of action for TLNS.

7 Conclusions

Cranial nerve neurostimulation is a new, small, but distinct set of
technologies among the wide family of peripheral nerve stimulation
methods that represent a unique approach to neurorehabilitation of
multiple disorders and the wide spectrum of malfunctions in the
human central nervous system.

As an example of safe, non-invasive, easy-to-manage, patient-
oriented technology, TLNS can be considered an alternative way to
approach previously untreatable symptoms and conditions, like the
chronic symptoms of traumatic brain injury (TBI). TLNS may also
be applied to the spectrum of acquired brain injury manifestations,
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such as sport concussions, TBI, whiplash, stroke, and others with
varying degrees of severity. Our position is reinforced by a recent
publication, which demonstrates that trigeminal nerve stimulation
improves blood perfusion throughout the brain, whereby allowing
prevention of secondary brain damage [56]. This finding corrobo-
rates what we see in our clinical experiments where we observe
recovery from the chronic stage of disorder.

The PoNS™ device is the ideal clinical tool. The scope of
clinical applications will continue to grow due to several unique
characteristics: it is multi-directional, effective, noninvasive, safe,
and the stimulation is repeatable and easy to control. None of the
described harms, typical of other invasive and non-invasive neuro-
stimulation methods, are applicable to TLNS. Moreover, the
majority of the side-effects produced by existing clinical devices
are the targets for rehabilitation and improvement for TLNS tech-
nology. We have never observed an effect of overstimulation or
“overdose” with the PoNS™ or any negative effects. However,
the possible occurrence of minor, episodic discomfort or mild
headache episodes during developmental or adaptive stages should
be brought into consideration.

The physiological nature and network-based principles of
TNLS make it a good vehicle for driving the emerging perspective
on the neural network origin of many neurological disorders and
the recovery of functional systems as an appropriate means of
neurorehabilitation.
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Chapter 20

The Rapid Templating Process for Large Cranial Defects

Jeremy Kwarcinski, Philip Boughton, Andrew Ruys,
and James van Gelder

Abstract

Cranioplasty, the reconstructive method utilized in the treatment of cranial defects, has evolved based on
emerging technology, both in relation to process and material capabilities. Advances in manufacturing
technology have led to the emergence of the rapid templating process, defined as “the creation of patient
specific templates, through rapid prototyping methods, which allow the creation of implants intraoperatively and
minimise the lead time associated with custom implant manufacture.” This process, a fusion of traditional
casting methods, emerging rapid prototyping technology, and patient-specific design, presents an effective
and clinically viable system of cranial defect treatment. Here, we describe the history, methods, and
capabilities of the rapid templating system, to provide the reader with an understanding of the form and
function of the system and to highlight advantages and limitations.

Key words Cranioplasty, Cranial defect, Patient-specific implant, Rapid prototyping, Rapid templat-
ing, 3D Printing

1 Anatomy and Pathology: Causes and Effects of Skull Defects

1.1 Introduction Cranial, craniofacial and craniomaxillofacial trauma refers to dam-
age of the skull and facial bones. Such trauma, and associated injury
to surrounding tissues, has high latent morbidity and mortality
[1]. According to current literature, the primary causes of damage
of the skull are motor vehicle accidents, workplace industrial acci-
dents, falls, sporting injuries, and violence [2–4]. Removal of por-
tions of the skull (bone flaps) is required in the treatment of trauma
of the skull, as well as to treat infection, tumor removal, and brain
swelling [5]. The anatomy of such bone flaps can be widely varied in
size and shape.

1.2 Pathology

Associated with Skull

Defects

In many surgical procedures, significant portions of neurocranial
bone may be removed from the skull to effectively treat patient
symptoms [4, 5]. Without a complete skull, the patient is at an
increased risk [5, 6] of traumatic brain injury, which can lead to
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further patient condition decay and potentially death. In many
cases, the aftermath of this removal is a closure of the cranial tissues
with a gap in cranial anatomy, which can lead to numerous issues.
Syndrome of the trephined, colloquially known as sinking skin flap
syndrome, is a neurological complication which can arise after a
large craniectomy. Symptoms of the condition, as highlighted in
literature, include motor weakness, cognitive and language deficits,
altered consciousness levels, headaches, seizures and/or electroen-
cephalographic variation [7–10]. In addition, aesthetic results also
present a significant consideration when considering skull defects,
as an absence of bone and/or anatomically incorrect implant can
lead to further psychosocial and psychological issues [6, 11].

1.3 Treatment

Methods for Skull

Defects

Treatment methods for cranial injuries vary based on the type and
severity of the injury [2–5, 12]. The focus of surgical treatment is to
repair skeletal anatomy, with the aim of restoring the nature archi-
tecture to the closest possible extent. There are numerous methods
which are utilized to treat such trauma. These include moving
broken bones—if present—back into place and securing them uti-
lizing pins, screws, and plates, using graft materials to fill missing
smaller bone cavities to promote regenerative growth, or, if the
trauma is particularly severe, using an implant to act as a structural
and functional replacement of lost skull structure (cranioplasty)
[13–15].

Cranioplasty is defined as the repair of a skull defect through
surgical means. The injury profiles of cranioplasty implants vary
significantly from case to case, given the varied causes and injury
profiles of head trauma cases. However, the surgical process
remains relatively simple; lifting the scalp of the patient and repla-
cing the missing hard tissue [13–15], as reflected in Fig. 1. The core
benefits which drive cranioplasty procedures are protection (ensur-
ing the brain remains shielded from harm), neurological function
(preventing neurological decay through medical issues including

Fig. 1 Cranial reconstruction, (a) Damaged skull, (b) Reconstructed Skull with
Rapid Templated Implant
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syndrome of the trephined), and cosmetic outcomes (reconstruc-
tion of the natural anatomy in a way which, after healing, does not
alter the appearance of the patient to a significant extent). Ultimate
patient recovery depends on numerous factors, including type,
severity, and cause of injury; previous cases of infection; additional
surgeries; as well as many other factors which vary on an individual
patient basis.

Time remains a key factor when considering cranial reconstruc-
tion. Literature highlights a consensus that better treatment out-
comes—functional and cosmetic—are achieved with faster repair of
such injuries [16–19]. Considering this from a patient-specific
implant context, we note that time is a factor which can readily
increase for complex patient cases, given the increased lead times
for associated with individualized manufacture.

2 Conventional Cranioplasty Implant Systems: Current Methods of Cranial
Reconstruction

2.1 Cranioplasty

Implant Materials and

Manufacturing

Methods

There are several techniques which can be implemented to generate
a cranioplasty specifically tailored to a patient. These can be differ-
entiated based on implant material and manufacturing method.

Autologous implants can be considered the gold standard for
cranioplasty applications. This is because it has the greatest regen-
erative capacity, which in turn can lead to the best patient outcome,
complete regeneration of a skull defect; with form and function
matching that of the original anatomical structure [6, 20].

However, in many cases use of an autologous bone is not
possible, due to either resorption, infection, or rejection [21–23]
and thus alternative materials must be used. The most common
artificial materials for cranioplasty applications are polymethyl-
methacrylate (PMMA), Titanium, and polyetheretherketone
(PEEK).

2.1.1 Polymethyl-

methacrylate (PMMA)

PMMA is a clinically accepted biocompatible thermosetting poly-
mer with extensive history of medical usage, particularly in lost
bone reconstruction [24–28]. PMMA has the capacity for enhance-
ment using additive components, antibiotics representing one of
the most common accompaniments [24, 29–31]. While PMMA is
biocompatible, there are numerous issues which potentially lead to
patient complications. Exothermic curing, with temperatures
between 70 and 120 �C, can lead to thermal necrosis of tissues
surrounding the PMMA [32–34]. This curing process is also
thought to potentially lead to hypotension issues [35]. These issues
are only present should PMMA be cured directly within the body,
and thus can be removed by forming the cranioplasty external to
the patient.
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PMMA cranioplasty implants are formed through two distinct
processes, prefabrication (fabrication of the implant prior to sur-
gery) [22, 26, 27, 36–40] and intraoperative formation, which in
turn appear in two distinct forms—hand-formed (shaped by the
surgeon by hand) [28, 36, 37, 41–44] and intraoperative molding
(manufactured intraoperatively using custom tools) [6, 45–48].

2.1.2 Titanium Titanium is a biostable metal with clinical acceptance as an ortho-
pedic implant material [20, 49, 50]. Titanium has a natural capacity
for osseointegration and strength-to-weight ratio favorable for
hard-tissue replacement applications [51]. Titanium requires pre-
fabrication for cranioplasty applications and is commonly found in
both a solid plate and a mesh structure. These implants are tradi-
tionally formed into the required anatomical shapes through the
use of bending and pressing processes [20, 50, 52].

The emergence of additive manufacturing technologies (3D
printing) allows the direct fabrication of complex metal structures,
titanium included. Titanium 3D printing has been trailed clinically
in the production of sternum and heel implants [35, 53, 54]. The
medical 3D printing of titanium presents an emerging technology
that has potential for future use in cranioplasty; however, there do
not appear to be any applications in this field at this point.

2.1.3 Polyetherether-

ketone (PEEK)

PEEK is a biocompatible thermoplastic which is regarded as a valid
alternative to metallic orthopedic implants, providing a balance
between strength and rigidity in order to assist in reducing the
risks associated with stress shielding [49, 55]. PEEK implants are
traditionally prefabricated and are finding increased acceptance in
the field of cranioplasty [56, 57].

2.2 Material Choice

and Cranioplasty

When choosing an appropriate implant material for generation of a
patient-specific cranioplasty, there are numerous considerations
which must be examined. Defect shape and cause, surgical and
clinical history, lifestyles characteristics, and other requirements
present alternative outcome requirements [41, 46, 58–63], which
in turn may influence the material and manufacturing method of
potential reconstructive materials, as well as the associated fabrica-
tion and implantation cost.

3 Patient-Specific Implants, Manufacturing 2.0 and Rapid Templating: Shifting
Trends in Implant Manufacturing

3.1 Shifting Trends

in Medical Implants:

Best-Fit vs Patient

Specific

As medical and manufacturing technology has advanced, the ability
to produce individual tailored implants has become both simplified
and cost-effective [64, 65]. A major driving factor of this trend is
the ability for surgical professionals to preoperatively view and
examine patient-specific anatomy and geometry through accurate
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digital anatomical modeling. This has assisted in creating better
pathways for surgical planning, practice, training, and implant
design [64, 66–70], leading to an increased ease in development
of tailored treatment methods and components.

This trend represents a paradigm shift regarding the current
implant logistics system, as a shift occurs from traditional, generic,
high-volume system, to an adaptable, fit-for-purpose, small-volume
structure. This does not indicate a complete removal of traditional
implant systems, rather it represents a focus shift from best-fit to
tailored-fit approach, a change based on advancing technology and
the ability to apply it to produce custom treatment methods, in
shorter timeframes, with better functional and aesthetic end results.

3.2 Rapid

Prototyping and

Manufacturing 2.0:

Rise of 3D Printing

3.2.1 Additive

Manufacturing (3D Printing)

Initially utilized in the late 1970s and early 1980s, additive
manufacturing, also known as 3D Printing, is a process which
creates a 3-dimensional object through material fusion processes
[71–74]. The process is referred to as “additive” due to the nature
of gradual deposition of material, either in a solid, liquid, or pow-
dered state, building a product from the ground up. This is in
comparison to traditional manufacturing methods, such as CNC
milling, which are subtractive, creating an object by stripping mate-
rial from a large core sample [75–77].

The rapid distinction of this form of manufacturing is related
directly to the decreased turnaround time, a driving characteristic
of the process [72]. This is due to the absence of tooling and the
creation of products directly from Computer-Aided-Design (CAD)
data. As time has passed, the technology integrated within these
machines has allowed them to function with increased speed, accu-
racy, and material capacity, as well as reducing the cost and size of
machines, creating an increasingly accessible and capable
technology.

3.2.2 Manufacturing 2.0

and Direct Digital

Manufacturing (DDM)

Additive manufacturing is fundamental to both Manufacturing 2.0
and Direct Digital Manufacturing (DDM). Both Manufacturing
2.0 and DDM relate to the digitization of product development
and production [78–80].

The nature of manufacturing is shifting from a fixed system, to
one of increased flexibility and adaptability, production capable at
any time and location given accessibility to additive manufacturing
methods. The growing capabilities of these manufacturing meth-
ods present a transcendence of tradition supply chain processes; end
users, either individuals or corporations (such as hospital) can adopt
the role of manufacturer and produce required tools, guides, and
implants in-house.

3.2.3 3D Printing

Processes: Methods and

Materials

The process of rapid additive manufacturing is relatively consistent
regardless of method or material used. It involves (a) generation of
a digital model which reflects the geometrical properties of the final
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device, (b) preparation of the 3D printer through calibration and
material loading, (c) production of the final model, and (d) post-
processing of the model as necessary [71–74, 80].

There are multitude of additive manufacturing systems which
primarily differ in the methods in which they layer material to create
parts, as shown in Fig. 2. These methods include:

Fused Deposition Modeling (FDM)
Fused Deposition Modeling (FDM) is one of the most widely

used forms of additive manufacturing [81]. It utilizes the principle
of extrusion, the production of material of a set cross-sectional area,
to create a product through gradual layering of a stream of material.
A material of set thickness is fed at a set rate, controlled by
integrated motors, through a heat extruder nozzle, which dictates
the thickness and orientation of the extruded material. Once the
material leaves the nozzle, it cools and bonds, either to the set
printer base or the printed component, to construct a 3D geometry
layer-by-layer [77, 82, 83].

FDM technology is primarily designed to function with ther-
moplastic materials. Common materials include Polylactic Acid
(PLA)—which is biocompatible [83]—and Acrylonitrile Butadiene
Styrene (ABS) [84]. FDM machines have been used in the medical
industry to create regenerative and bioresorbable scaffolds
[85–87].

The limitation of FDM technologies lies in its geometrical
construction capabilities. While fine resolutions can be achieved
with more advanced machines, no FDM machine can construct
extensive overhangs [77]. As a result, a thin support structure is
required to provide support to overhanging features and allow
production. These structures may be of either similar or different
materials and require post-processing to remove, the difficulty of
which is dictated by the potential dissolvability of the support
material and or the strength and style of material bond. FDM
systems are not the most accurate additive manufacturing systems
and do not provide an ideal surface finish (without post-processing)
for all applications. FDM technologies tend to present a cheaper
option than counterpart 3D printing methods, both regarding
machine operation and material sourcing [71, 77, 80].

Fig. 2 Common subtractive and additive manufacture methods
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Stereolithography (SLA)
Stereolithography (SLA) is a form of additive manufacturing

which operates through the curing of photo-reactive resins using a
guided UV laser. An object is created gradually by layer, with the
required pattern cured by guiding the UV laser beam using a
computer-guided mirror system; with the resin hardening and
bonding to the print base or constructed object as soon as it is
contacted by the UV light. The print base is gradually lifted upward
as the model is built, with additional layers constructed until the
entire model is complete and above the resin pool [71, 77,
80]. SLA technology utilized photo-polymeric resins to function
and, as a result, is limited to this pool of materials. Many of these
materials require post-curing, increasing the production lead time.

The process of production through SLA printing is much the
same as FDM printing and, as a result, faces the same disadvantage
of support material requirements [77, 80]. In addition, both the
machine and material cost of SLA systems is greater than that of
FDM technology, presenting the system as a costlier method of
production. SLA systems are capable of production of fine detail
and produce a good surface finish [77, 80].

Selective Laser Sintering (SLS) and Direct Metal Laser Sintering
(DMLS)

Selective Laser Sintering (SLS) and Direct Metal Laser Sinter-
ing (DMLS) are additive manufacturing methods which utilize
powerful CO2 lasers to sinter powdered materials—plastics for
SLS and metals for DMLS. Like the SLA process, an object is
created gradually by layer, with directional information guided by
a computer-guided mirror. However, rather than gradually rising
the build platform from a liquid vat of material, the SLS process
involves a gradual lowering of the build platform and the deposi-
tion of a layer of fresh powdered material for construction of each
layer [77, 80].

Sintering technology allows for a wide range of materials,
including both thermoplastics and metal alloys. As such, the mate-
rials choice associated with the technology is much higher than that
of SLS and FDM systems. The cost of powder metal materials is
greater than that of thermoplastic powder or filament, leading to a
greater material cost for produced parts [77, 80].

Sintering processes create porous structures, which presents
numerous opportunities for use [88]; although this may compro-
mise the structural characteristics depending on desired product
usage. It must be noted that a process called Selective Laser Melting
(SLM) operates following a closely related process; however, it
provides a complete melt (rather than the sintering of material)
[89], leading to different functional properties and loss of porosity.

The operation of sintering machines is complex and the
machines are costly to purchase and operate. Created parts will
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have a rough surface finish and, as a result, may require a degree of
post-processing to function. However, the sintering process is
capable of highly complex structures and does not require the use
of support structures. In addition, it is capable of the production of
high accuracy components and finer print resolutions than many
FDM and SLS machines [77, 80].

3.3 Rapid

Templating for Medical

Implants

When we discuss the rapid templating process, it is fundamental
that we examine three key concepts: templating, lead time, and
rapid tooling.

Templating
Templating is a common manufacturing technique prevalent in

a multitude of industries, including medical manufacturing. At its
most basic it refers to the creation of objects through the genera-
tion of a “master,” a core shape from which the desired form and
function are obtained. This template can be used to make individual
products, or be scaled for the mass manufacturing of hundreds of
components; the total amount of products needed impacting
potential template design and manufacture [77, 90].

Lead Time
At the core of lead time is the notion of latency, a period of

delay between initiation and occurrence. In the manufacturing/
production industry, lead time is a major factor in development,
with implications regarding timeframe and cost. It becomes a major
focus of project management in controlling and monitoring lead
time to optimize the quality and quantity of output. In many cases,
lead time is correlated to reliability (the value-of-reliability), indi-
cating a trend of inventory-system cost savings associated with
decreased lead-time variability. When we examine lead time from
a supply chain viewpoint, whether that be for large- or small-scale
operations, we note a trend highlighting that with increased vola-
tility of demand, the marginal value of time increases. This volatility
relates directly to the potential benefits associated with lead-time
alterations; with a greater fluctuation in demand, it becomes bene-
ficial to operate under shorter lead times [91]. When considering
this in relation to patient-specific implants, we note high demand
requirements. Each patient requires specific implant qualities and
providing estimates for shape, size, volume and required material
properties for patient injuries of varying location and severity is
infeasible. Therefore, it becomes a fundamental requirement for
any firm engaging in the production of such devices to minimize
lead time to maximize the associated cost-benefits of production
[92, 93].

Rapid Tooling
Rapid prototyping exists together with additive manufacturing

(3D Printing). Unlike traditional tool manufacturing methods,
which are subtractive in nature (removing unnecessary material to
generate a desired shape), expensive and have significant lead time,
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the utilization of 3D printing allows generation of rapid production
tools. These assist in reducing cost and lead time, through removal
of tooling time and processes, leading to a decrease in development
expenses and time to market. Rapid tooling is strongly suited to
low-volume manufacturing, which makes it an ideal candidate for
use in patent-specific implant manufacturing [94, 95].

Therefore, with these factors in mind, we define the rapid
templating process as follows:

the creation of patient specific templates, through rapid prototyping methods,
which allow the creation of implants intraoperatively and minimise the lead
time associated with custom implant manufacture and sterilisation.

4 Rapid Templating for Large Cranial Defects: Methods and Considerations

4.1 Creation of

Digital Cranioplasty

Implants and Implant

Templates

When generating a patient-specific implant through the rapid tem-
plating process, the first step is generating a digital implant profile.
Regardless of the purpose of use, the process of generating a digital
image of patient-specific anatomy is as follows: (a) Medical Imaging
Scans (such as CT scans or MRI scans) are taken of the patient to
profile the anatomical structure of interest—in the case of cranio-
plasty generation CT scans of the skull defect are obtained.
(b) These scans are processed using specialized software (Amira,
Scan IP, 3D slicer, etc.) to convert the data into a recognizable
shape and file format. (c) The implant geometry is obtained and
altered using CAD software to generate an appropriate rapid tem-
plate for manufacture [6, 45–47].

4.1.1 Patient-Specific

Scans for Digital Implant

Modeling

When we considered medical imaging, we note there is a wide
variety of methods—each of which has benefits and disadvantages
depending on the purpose of use and anatomy to be examined.
Given the focus of this chapter on rapid templating for cranioplasty
applications, CT scans are utilized given they provide significant
detail for hard-tissue structures [46, 47, 96].

There is an observable relationship between ease of digital
implant generation and scan resolution—greater resolution is tied
to easier modeling circumstances. This issue is colloquially known
as “stepping,” where pronounced ridges are observable throughout
the model [46]. This ridging increases the difficulty in generating
the model—given the increased work time and effort required to
create a smooth implant model—and presents potential accuracy
issues due to the extrapolation required to bridge and smooth the
surface. While it can be argued that for patient-specific implant
manufacturing cases ridged guidelines are required to ensure ideal
scan standards, there are feasibility issues which prevent this. Con-
sider that scans for medical diagnostic purposes have
pre-determined settings based on best practice guidelines [97]
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and that CT scans are associated with harmful radiation exposure
and it remains imperative to limit patient exposure [98, 99]. With
these factors in mind, we note that it may not be viable to obtain
additional CT scans for the sole purpose of implant production—
templates must be generated with available scans. That is not to say
that models with greater degree of stepping are unworkable (within
reason), but rather, these files required greater processing, skill, and
effort to produce a model appropriate for manufacturing through
the rapid templating process.

4.1.2 Digital Implant

Generation

While the individual methods between institutions for digital
implant/anatomical model generation vary [6, 45–48], there is
commonality in the use of multiple software packages. At the
core, the following is needed:

Conversion of Patient-Specific Data (CT/MRI) into a digital
3D model file capable of processing

This involves uploading DICOM files into the software pack-
age and isolating the required anatomical structures for modeling.
It must be noted that depending on the requirements of the final
product, it may be possible to restrict the modeled tissues to
minimize processing time and effort.

To achieve this there is a requirement to apply image segmen-
tation principles to the DICOM file. Image segmentation is the
process of splitting a digital image into different segments with the
purpose of highlighting features and increasing ease of analysis.
From a medical imaging perspective, this allows the user to distin-
guish between different anatomical structures [100, 101]. To
achieve this, a technique known a thresholding is utilized. Thresh-
olding involves the differentiation of structures by converting an
image into binary format; a range of pixel color values are chosen
and all others are amalgamated and discounted [102, 103]. Current
literature highlights that the various tissues of the body can be
distinguished through different threshold values [104] although
these may change depending on individual scan characteristics.

Generation of a digital model of the area of interest, injury profile
and/or implant volume

This involves exporting the created geometry as a 3D file
capable of being processed by 3D modeling software. Different
software accepts different file formats—one of the most common
being STL.

Generally, this process generates the object through a series of
polygonal faces. The greater number of faces contained within the
subject, the greater the object resolution and smoother the object
surface [105]. However, there are numerous factors which need to
be balanced to ensure effective and efficient model generation.

The first is resolution. While having a greater number of faces
provides a smoother and more natural surface, it also increases the
processing time, effort, and power required to generate a model.
Depending on the computing power available, it may not be
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possible to alter or open the file until a degree of simplification and
remeshing (restructuring the model by reducing number of faces
while conserving shape, volume, and boundaries as much as possi-
ble) has occurred. The question therefor arises as to how far simpli-
fication and remeshing can be taken before compromising the
integrity of the model generated. The relationship between these
factors is highlighted in Fig. 3.

Based on this, it can be concluded that an ideal geometry for a
digital implant model must be as high resolution as possible while
ensuring it is still workable in CAD software. This is not a constant,
varying based on implant shape and size and available processing
power. Therefore, there exists a degree of judgment which must be
taken by the engineer(s) involved to determine an appropriate
workable threshold.

Generation of additional component(s)/feature(s) required to
produce desired outcomes (molds, mounts, etc.)

Once a digital model has been generated, the worker
(s) involved can alter the model to add/subtract components and
features required to produce the desired end structure—such as
placement guides, pin/screw locators, etc. This is completed using
standard CAD software.

4.2 Rapid Template

Design: Form and

Function

4.2.1 Core

Characteristics of the Rapid

Templating Process

When we consider design in relation to the rapid templating pro-
cess, we must highlight the differentiating aspects which character-
ize this method of patient-specific implant manufacture.

The output of the rapid templating process is a formation tool
While the rapid templating process is used to manufacture

patient-specific implants/devices, it is not an implant. It is not
designed to contact or enter the patient’s body, but rather exists
as a surgical tool which allows the implant to be formed and/or
tailored to the patient.

Fig. 3 Effect of remeshing and simplification on digital anatomical models
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The rapid templating process for medical implants is tailored to
allow both prefabrication and intraoperative formation of patient-
specific implants

Templating processes are common manufacturing techniques
and many implants are manufactured through such methods. The
distinguishing feature of the rapid templating process is the loca-
tional variance of the process—allowing external/prior formation
as well as intraoperative manufacture and adjustment if necessary.

The rapid templating process provides a fast and cost-effective
alternative to implant prefabrication

The absence of tooling which characterizes 3D printing as a
manufacturing method provides a significant time saving—
manufacturing is tied directly to print time (there are no additional
requirements) [94, 95].

The costs associated with the templating method are dictated
by the following:

Technician Labor Hours
The time taken to produce the digital implant template from

provided CT scans, as well as time required to set up and monitor
the print (taken as one-third of the total print time).

Material and Operating Cost
The total amount of material used, as well as the running costs

associated with the use of 3D printers.
Production Operating Margin
A profit margin ensuring the rapid templating method remains

sustainable from a health economic viewpoint. This also will
include an offset to account for print failures and additional time
and material use that may result.

In addition, there is little cost associated with part customiza-
tion or alteration when using 3D printing methods, as there are no
re-tooling requirements. Decreasing cost and technological
advancements in additive manufacturing technology have increased
the availability and affordability of commercial 3D printers [106],
which also tend toward lower setup and running costs than con-
ventional manufacturing systems [73, 77, 80]—presenting a faster
and more cost-effective method of implant fabrication.

4.2.2 Template

Manufacture

The general process involved in the generation of a cranioplasty
implant through the rapid templating process is shown in Fig. 4 and
is as follows:

Machine is initialized and calibrated—as per machine
recommendations

Before any form of additive manufacturing can begin, machine
setup is required to ensure that production proceeds as required.
This can involve factors such as material loading, preparation of the
print area and calibration of the print area and printing apparatus.
While this setup process must be conducted for every machine, the
specifics vary between systems and models. It is fundamental that
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appropriate processes be followed to ensure effective machine func-
tion, optimal production outcome and to minimize failure risk.

Appropriate material is fitted within the machine
The nature of the rapid templating process as an intraoperative

formation tool dictates that template formation materials used
should be biocompatible to reduce patient risk—although this
may be overcome using a biocompatible liner during the formation
process. In addition, any material chosen must be capable of clean-
ing and sterilization to minimize infection risk. Clinical work with
the rapid templating process has shown the use of FDM printers
with biocompatible PLA material is effective in generating implants
intraoperatively for large cranial defects.

Fig. 4 Production process for custom cranioplasty generated using the rapid
templating process
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Printing of the Rapid Template
The template is produced through additive manufacturing

methods. While additive manufacturing technologies have
increased reliability, it is recommended that manufacturing occurs
with sufficient timeframes to allow production of additional com-
ponents, should the initial prints fail to produce appropriate
models.

Template is removed as cleaned/post-processed as necessary
Depending on the method of production and final purpose of

use for the product model, a degree of post-processing may be
required. This primarily involves the removal of support material,
which can be either a manual or automated process depending on
the nature of the machine, material used, and model geometry.

Template is sterilized
Terminal sterilization is a fundamental requirement for any

medical device, to ensure patient safety and mitigate potential
risks. The nature of the rapid templating process, intraoperative
manufacturing, is such that both the template and the casted mate-
rial must be sterilized prior to use in the operating theater. Clinical
work has shown that templates can be effectively sterilized by
participating hospitals using hydrogen peroxide (H2O2).

4.2.3 Intraoperative

Implant Fabrication Using

the Rapid Templating

Process

Regardless of the injury profile, the surgical process of cranioplasty
for large cranial defects remains relatively consistent. The patient is
placed under general and local anaesthetic and the surgical team
removes the skin of the scalp, exposing the bone defect and dura
(which shelters the brain). The team prepares the edges of the bone
defect to receive the implant—allowing the implant to be posi-
tioned appropriately within the skull flaw. The implant is then
secured to the cranial bone. This can be achieved through numer-
ous methods, including suturing the cranioplasty into place and
fixing the implant with plates and screws [107]. Once the implant is
fixed into place, the scalp is returned to its appropriate position and
closed. Depending on the nature of the patient’s injury additional
features, such as a drain, will be implemented to ensure appropriate
patient recovery.

The rapid templating process introduces an additional step
where the implant is to be manufactured. This can be done in
conjunction with preparation of the bone defect—minimizing sur-
gical time and allowing implant tailoring based on characteristics
only observable once the patient’s scalp has been lifted.

In clinical examination of the technology implants were man-
ufactured using PMMA bone cement. The process for forming the
implant using rapid templating is shown in Fig. 5. This involved
coating the template with sterile medical grade paraffin wax, to
prevent the template halves from sticking together. This was done
by rubbing the surface of the template with paraffin wax coated
bandages. Bone cement was then mixed—with potential additives
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including antibiotics added at this stage—until it reached a dough-
like consistency. At this stage, it was compressed into a flat shape
and draped over the template. The two halves of the template were
then compressed and the bone cement allowed to cure (taking
approximately 10–15 min depending on brand, quantity, and addi-
tives). Once cured, the implant is removed from the template. It is
prepared for implantation by removing any excess material (flash-
ing) and drilling any necessary holes/slots. It is then ready for
implantations.

Fig. 5 Cranioplasty implant production using the rapid templating process
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5 Conclusions: Effectiveness and Utility of the Rapid Templating Process

The effectiveness and utility of the rapid templating process can be
judged by the following factors:

Excellent Clinical Results:
Based on clinical work and literature analysis, the functional

results, aesthetics, and stability of large cranial defect implants
produced through the rapid templating process were deemed to
be favorable [6, 45–48].

Rapid Turnaround:
Through the use of 3D printing technology the rapid templat-

ing process removes the tooling and prefabrication requirements of
implant manufacture—minimizing the time from digital to physical
product. These benefits both the patient and the medical indus-
try—patient risk is minimized as receive their implant quicker and
the process removes significant labor and cost from the implant
manufacturing equation, leading to lower cost.

Ease of Use and Intraoperative formation/alteration:
This factor can be attributed to both the familiarity of the

surgeon with the casting material (PMMA bone cement) and the
capacity of the rapid template as a simplistic formation tool.
Implant alteration can be completed with surgical tools. While
not a benefit of the template, but rather the formation material,
the presence of the template provides additional confidence in
altering implants—as additional implants could be fabricated as
necessary to ensure fit and form criteria are met. Intraoperative
alteration allowed the implants to be tailored to factors not visible
until the patient was open on the table, leading to better fit, form,
and function.

Capacity for additives and alternative materials:
A benefit of the rapid templating process is the ability to

complement the manufacturing material with bioactive addi-
tives—such as antibiotics. These can be added during the formation
phase to provide enhanced properties to the final implant to ensure
optimal patient outcomes. Using antibiotic-based bone cements
through rapid templating is anticipated to provide increased infec-
tion resistance and comparable biocompatibility to conventional
manufacturing methods and materials. Comprehensive in vitro
infection studies that are in the process of being published were
conducted by the authors to confirm the persisting risk mitigating
potential of antibiotic eluting cement many days after the forma-
tion of implant material tokens compared to non-eluting controls.

The additives for use with the rapid templating process are not
limited to antibiotics, just as the process is not limited to the use of
PMMA bone cement. The versatility of the rapid templating pro-
cess allows the formation of a wide variety of shape-setting materials
into anatomic implants—metal, acrylic, and tissue-engineering
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based—along with the addition of additives such as bioactive mate-
rials supporting tissue attachment, growth factors, autologous plu-
ripotent stem cells, and antibacterial or antibiotic agents.

The rapid templating process has been found to be an effective
and practical method for reconstruction of large cranial defects by
neurosurgical specialists. Work is now being progressed to apply the
rapid templating process to spine and maxillofacial surgery applica-
tions in additional to surgical planning, practice, and education.
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Chapter 21

Computer-Assisted Approaches to Identify Functional Gene
Networks Involved in Traumatic Brain Injury

Anthony San Lucas, John Redell, Pramod Dash, and Yin Liu

Abstract

Traumatic brain injury (TBI), a leading cause of death and disability in industrialized countries, is a result of
an external force damaging brain tissue, accompanied with delayed pathogenic events which aggravate the
injury. Molecular responses to TBI have not been well characterized, leaving molecular classification of TBI
cases difficult. TBI subtype classification is an important step towards the development and selective
application of novel treatments. To improve TBI classification, we have performed a network-based
computational analysis on gene expression profiles from entire rat genome to identify functional gene
subnetworks. The gene expression profiles are obtained from two experimental models of injury in rats: the
controlled cortical impact (CCI; a focal brain injury) and fluid percussion injury (FPI; a diffuse brain
injury). We demonstrate that the analysis of gene subnetworks is more suitable to classify the heterogeneous
responses to different TBI models, compared to conventional analysis using an individual gene list. We
therefore believe that effectively incorporating gene expression profiles into protein interaction information
can improve the identification of functional subnetworks involved in TBI. The systems approach could lead
to a better understanding of the underlying complexities of the molecular responses after TBI and the
identified subnetworks could have important prognostic functions for patients who sustain mild TBIs.

Key words Gene networks, TBI subtype classification, Biomarkers, Protein interactions, Gene expres-
sion profiles, Greedy search algorithm

1 Introduction

Traumatic brain injury (TBI) results from an external force causing
immediate damage to brain tissue, followed by secondary patho-
genic events which ultimately give rise to neurodegeneration.
Dependent on the context of the primary injury, different cell
responses are initiated that can exacerbate the injury to varying
degrees. Cell death resulting from the initial impact on the brain
tissue is irreversible, so treatments normally focus on minimizing
the secondary injury due to these cell responses [1]. To date, these
secondary injury responses have been poorly characterized, leaving
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molecular classification of TBI difficult [2, 3]. TBI remains a lead-
ing cause of death and disability in the industrialized countries and
represents a growing health problem [4]. Thus, even a modest
improvement in patient outcome could have significant public
health benefits [5, 6]. Using computer-assisted bioinformatics
approaches, we aim to improve the identification of biomarkers
that can distinguish the CCI (controlled cortical impact) and FPI
(fluid percussion injury) experimental models of TBI, both of
which qualitatively recapitulate a number of functional deficits
and pathological responses exhibited in human TBI cases. These
biomarkers, if successfully identified, could be used to better direct
treatments to TBI patients, and more optimistically they could be
potential targets of novel treatments.

Recent years have witnessed that an increasing number of
disease markers have been identified through computational analy-
sis of genome-wide expression profiles. Typically, gene expression
profiling studies are limited to focus on individual genes that are
significantly differentially expressed between different classes of
diseases. However, single-gene analyses have been criticized for
several reasons [7, 8]. In the cases of TBI, if we only examined
the differences in the expression levels of individual genes across
different TBI models and simply neglected the genes that are not
associated with a TBI model at a significance threshold, we would
fail to account for the complexities and redundancies that arise from
gene interactions inherent to the TBI responses. Discarded genes
showing modest differential expression between TBI classes may
represent false negatives and may be important biomarkers of TBI.
We hypothesize that these genes may be identified within func-
tional units of genes as subnetworks, which in aggregate have a
significant association to a TBI class. To test this hypothesis, we
have proposed a data-driven model and identified biomarkers not as
individual genes but as gene subnetworks, by incorporating the
gene expression profiles from injury models and the protein–pro-
tein interaction information from existing databases. The genes in
each of the identified subnetworks are expected to be highly corre-
lated and exhibit a coherent expression profile across samples, while
others exist as background noise. It is also expected that the genes
in a functional subnetwork exhibit high topological similarity with
each other and should lead to a biologically meaningful sample
classification. Here, with simulation and real data analysis, we
show that our computational systems approach based on network
theory performs better than individual gene analyses in TBI classi-
fication. The identified subnetworks can provide insights into the
multifactorial relationships of genes and delineate the underlying
complexities of the biological processes involved in different TBI
classes.
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2 Data Sources

Animal subjects and surgeries: Male Sprague-Dawley (SD) rats
(275–300 g) were purchased from Charles River Laboratories
(Wilmington, MA). All experimental procedures were approved
by the local institutional animal care and use committee and were
conducted in accord with recommendations provided in the Guide
for the Care and Use of Laboratory Animals. Protocols were
designed to minimize pain and discomfort during the injury proce-
dure and recovery period.

mFPI and mCCI brain injury: Our injury models were
described in [3]. After injury or sham operation, animals were
placed in a warm chamber and allowed to completely recover
from anesthesia, and then returned to their home cages.

Gene expression microarray: Total RNA from the rat ipsilateral
cortex (n ¼ 6/group) was isolated using the mirVana miRNA
Isolation Kit (Invitrogen, Carlsbad, CA), following the manufac-
turers’ recommended protocol, and amplified using the Illumina
TotalPrep RNA Amplification Kit (Ambion, Austin, TX). RNA
amplification and microarray hybridization was carried out by The
University of Texas Health Science Center Houston Microarray
Core Laboratory (Houston, TX). Briefly, first-strand complemen-
tary DNA (cDNA) was generated from total RNA by reverse tran-
scription. Second-strand cDNA synthesis was initiated by the
addition of RNase H/DNA polymerase mix. The complementary
RNA (cRNA) was amplified by the in vitro transcription reaction
(IVT). cRNA (750 ng) was loaded onto RatRefSeq-12 Illumina
Sentrix Beadchip Arrays (Illumina, Inc., San Diego, CA), hybri-
dized overnight, washed, and incubated with streptavidin-Cy3 to
detect hybridized biotin-labeled cRNA probes. Arrays were dried
and scanned with a BeadArray Reader (Illumina).

Protein–protein interaction (PPI) information: Experimentally
detected PPIs were downloaded from BioGRID [9], DIP [10], and
HPRD [11] databases. Since there are a limited number of experi-
ments detecting PPIs in the rat genome, we also obtained predicted
rat PPIs based on onthology, where orthologous interactions were
generated by mapping experimentally detected PPIs in human or
mouse genomes, to pairs of orthologs in rat, if such orthologs are
available in HomoloGene database [12]. Given the resources of
protein interactions as described above, a protein interaction net-
work was constructed, resulting in a PPI network with 18,781
proteins and 207,829 edges.
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3 Methods

3.1 Data

Transformation

Because most raw gene expression values are not normally
distributed but highly skewed, the Box-Cox transformation [13]
was used to normalize the distribution for each gene expression
value. The Kolmogorov–Smirnov test was used to test for normality
of the transformed distribution at a 5% significance level.

3.2 A Weighted

Network Constructed

from Protein

Interaction

Information and Gene

Expression Data

A gene network can be described by means of a graph G ¼ (V, E),
where V is the vertex set representing genes, and E is the edge set
representing functional relationship between genes. In this study, if
eij ¼ 0, there is no edge between two genes i and j based on the
protein interaction network. Each edge of the interaction network
is further weighted by overlaying gene expression information.
Specifically, we have calculated the absolute value of the Pearson
correlation as the edge weight eij ¼ abs(cor(xi, xj)), where xi and xj
represent the normalized gene expression vectors for genes i and j,
respectively. Therefore, each edge of the protein interaction net-
work is weighted by the level of co-expression between its two
corresponding genes, and the weights lie between 0 and 1.

3.3 Scoring

Subnetworks

We define the subnetwork scoring function S as a weighted sum of
class relevance R and modularity M.

S ¼ βM þR ð1Þ
Here M describes the subnetwork connectivity, and R is a

measure of the discriminatory power of the subnetwork genes to
differentiate classes. In addition, the parameter β allows us to trade
off the effects of the gene expression information with the network
modularity on the subnetwork score. To simplify the scoring algo-
rithm, we set β ¼ 1, assuming equal weights of network modularity
and class relevance when calculating the network score.

To get a measure of how strongly the genes within a subnet-
work are connected, the modularity M is calculated as the mean
clustering coefficients Ci of the genes in a subnetwork,

M ¼
P

iCi

n
for n � 3; 0 otherwise½ � ð2Þ

where Ci is defined as in Dong and Horvath [14, 15]. Ci is the
clustering coefficient for node i where nodes l and m are node
neighbors of i, and eij represents the weight of the edge between
nodes i and j in the subnetwork:

Ci ¼
P

l 6¼i

P
m 6¼i,m 6¼l eil elmemi

ðPl 6¼ieilÞ2 �
P

l 6¼ieil
2

ð3Þ

Intuitively, Ci is a ratio of the weighted triangles that can be
made with node i and its neighbors over the sum of the weighted
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possible triangles extending off of node i. For a general weighted
network with eij between 0 and 1, the clustering coefficient of node
i, Ci also lies between 0 and 1.Ci equals 1 if and only if all neighbors
of node i are connected to each other.

The class relevance R is a measure of the ability for a subnet-
work to distinguish two classes. To calculate this, the expression
values gij are first normalized to z-scores, zij, which for each gene
i has mean of 0 and s.d. of 1 over all samples j. The individual
z-scores of each member gene in the subnetwork K are averaged

into summarized expression vkj, as vkj ¼
P k

i¼1
zij

k . A t-test was then

used to compare the expression values of subnetwork K for the
samples of two classes, R ¼ T-score (vkj, vkj0), where vkj and vkj0
represent the summarized expression scores of samples from classes
j and classes j0, respectively. In this study, the two classes refer to
CCI and FBI injury models.

3.4 Greedy Search

for Identifying

Significant

Subnetworks

A framework demonstrating the steps for finding significant sub-
networks is described in Fig. 1. We apply the greedy search algo-
rithm in searching subnetworks [16]. To identify significant
subnetworks that discriminate CCI and FPI, subnetworks are
scored comparing two classes. For each comparison, individual
differentially expressed genes are used as seeds for growing poten-
tial subnetworks. From each seed, two neighboring genes are itera-
tively added to the seed and the subnetwork score are recalculated.
The pair of neighboring genes that give the biggest improvement in
subnetwork score is added to the seed to form an initial subnetwork
of three genes (i.e., an initial triangular subnetwork). Single

Fig. 1 An overview of subnetwork identification approach
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neighbor nodes are then added iteratively until the subnetwork
score could no longer be improved. The scoring method is
described in Sect. 3.3. It is likely that genes are shared among
different subnetworks, resulting in redundant subnetworks. The
redundant subnetworks can be removed by the following steps:

1. Obtaining the scores of all subnetworks and sorting them in a
descending order of scores.

2. Iterating through the list of subnetworks and checking for
redundancy

(a) If a subnetwork is contained within a higher-scoring sub-
network, discard the lower-scoring subnetwork.

(b) If a subnetwork is a super set of a higher-scoring subnet-
work, discard the super set.

(c) If there is an overlap in genes between a lower-scoring and
higher-scoring subnetwork:

l If the overlap �50% (number of overlapping genes/
total number of unique genes), discard lower-scoring
subnetwork.

l If the overlap<50%, keep both subnetworks (document
them for manual inspection).

To select the significant subnetworks, we can calculate the
empirical p-values of the identified subnetworks. We first generate
the null distribution by permuting the expression vector of genes in
the full network. This permutation test dissociates the relationship
between protein interaction and gene expression information. We
then run the same subnetwork identification procedure on the
permuted data. This process is repeated 100 times and the scores
of the resulted random subnetworks are recorded for each permu-
tation. The empirical p-value for the real subnetwork score is calcu-
lated as the fraction of the random subnetworks having a higher
score than that real subnetwork. Only those with empirical p-values
smaller than 0.05 will be selected for further analysis. This process
resulted in a set of subnetworks containing relatively unique set of
genes, differentiating between CCI and FPI models. The examples
of these discriminative subnetworks are shown in Fig. 2.

4 Method Evaluations

4.1 Examples

of Functional

Subnetworks

Unlike traditional expression profiling methods, our network-
based analysis can identify genes that are not differentially expressed
between classes. An example of the resulting discriminative is
shown in Fig. 2. The genes mitogen-activated protein kinase
1 (MAPK1) and interleukin 6 family cytokine (LIF) did not show
significant differentiated expression between CCI and FPI samples,
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but they played an important role in the discriminative subnetworks
by interconnecting many differentially expressed genes, such as
CEBPB, MYC, JAK2, and STAT3. Given the fact that both
MPAK1 and LIF genes are well-known players in the cytokine
signaling pathway involved in inflammatory response, our results
suggest they can serve as potential targets for intervention. To
further investigate the functions of the identified subnetworks, we
extract the biological process annotations from Gene Ontology
database [17], and examine whether any Gene Ontology terms
are overrepresented by the union of genes in the 50most significant
subnetworks, compared to an expected genome-wide representa-
tion [18]. Because there is a lot of redundancy in the GO tree, we
use the “GO slim” terms to determine a high level of biological
process categories the subnetwork genes belong to [19]. The GO
enrichment p-values are calculated by the hyper-geometric test,
followed by Benjamini and Hochberg’s multiple hypotheses testing
correction procedure [20]. As a result, the ten most significantly
enriched GO terms are listed in Table 1. Overall, the GO analysis
shows significant overrepresentation of genes belonging to stress,
metabolic process, cell growth and cell death categories.

4.2 TBI Subtype

Classification

Evaluation

Now given the identified subnetworks, we can test their validity and
performance in the classification problem. However, in this study,
we only have experimental data available for 12 rats (six samples/
TBI model). The small sample size makes it difficult to train and

Table 1
Gene Ontology (GO) biological process annotations for significant
subnetwork genes

GO biological process FDR

Response to stress 8.36E�11

Response to chemical stimulus 1.96E�09

Metabolic process 8.75E�08

Positive regulation of cellular process 6.71E�07

Cell cycle 7.59E�07

Blood coagulation 1.11E�06

Regulation of body fluid levels 1.30E�06

Response to wounding 1.36E�06

Regulation of programmed cell death 5.49E�06

Cell proliferation 6.27E�06

The top ten most enriched GO biological process terms with their corresponding

corrected p-values are listed. FDR, adjusted p-values for multiple testing by Benjamini
and Hochberg’s procedure
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test a classifier. Therefore, we have performed a simulation study to
achieve an unbiased classification evaluation. The mean and stan-
dard deviation of each gene are estimated from the observed data.
Given these parameters, we use the packages in R studio [21] to
simulate gene expression datasets corresponding to CCI and FPI
conditions, with 100 samples per condition. Given the simulated
datasets, we performed a fivefold cross-validation to compute the
classification accuracy. First, the simulated gene expression data
corresponding to the identified subnetwork markers are used to
encode features for a Support Vector Machine (SVM) classifier
[22]. Then, we divide the CCI and FPI samples into five equal
parts, respectively. We use four-fifth of the samples to train SVM
and the remaining one-fifth of samples to test the trained classifier.
Finally, we evaluate the classification results using an F-score as in
[23], where F ¼ 2 � Precision � Recall/(Precision þ Recall). In
this particular classification task, the precision is the proportion of
classified CCI samples that are true CCIs, and the recall is the
proportion of true CCI samples that are correctly classified by our
method. We repeat the process for ten times to obtain an averaged
F-score over ten iterations of cross-validation experiments. An
overview of the classifier training, testing, and evaluation is
depicted in Fig. 3.

Fig. 3 Evaluating classification performance of the identified subnetworks in a simulation study. The activities
of identified subnetworks calculated as the mean activities of its member genes (Sect. 3.3) are used as the
features of the support vector machine (SVM) to classify the samples. The classifier performance is measured
by the F-score
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We also compared the performance of TBI subtype classifica-
tion using either individual genes or identified subnetworks as
features. The list of individual genes were obtained as the
100 most significantly differentially expressed genes between CCI
and FPI. We examined their classification accuracy using different
sizes of feature set (the top 5, 10, 20, 30, 40, or 50 features).
Figure 4 summarized test results using different sizes of features.
It is demonstrated that over all the tests, the SVM using 20 func-
tional subnetwork features achieved the highest performance with
an F-score of 0.85. We have also shown the functional subnetworks
outperform significant individual genes across different sizes of
feature sets, indicating the advantage of using subnetworks for
sample classification and prediction.

5 Notes

We have aimed to improve the identification of biomarkers that can
distinguish two different classes of TBI in rodent animal models:
the mild Controlled Cortical Impact (mCCI) and the mild Fluid
Percussion Injury (mFPI), representing focal and diffuse TBIs,
respectively. We have developed and applied a network-based
approach on gene expression profiles from the entire rat genome.
Our network-based analysis can identify genes that are not differ-
entially expressed but are essential for maintaining the integrity of a
subnetwork whose overall expression is discriminative between

Fig. 4 Comparison of classification accuracy between subnetwork and individual
genes. The classification performance of subnetwork and individual gene fea-
tures are shown in blue and green, respectively. For each size of feature set, ten
iterations of fivefold cross-validation are used to split the dataset, train, and
evaluate the classifier. The curves show the median of classification perfor-
mance, measured by the F-scores, and error bars indicate the standard deviation
over ten cross-validation experiments
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samples. In addition, another advantage of our network-based
analysis demonstrated from our preliminary study is that the list
of identified significant gene subnetworks achieves higher sensitiv-
ity and specificity in classifying the heterogeneous responses
corresponding to different classes of TBI, compared to a conven-
tional analysis using an individual gene list. We therefore believe
effectively incorporating gene expression profiles into protein inter-
action information can identify functional subnetworks that better
classify different classes of TBI and are more reproducible across
related studies than individual genes selected without network
information. We understand that translating the knowledge gained
from an animal model to molecular biomarkers identification in
patients is practically challenging, simply because the brain tissue in
TBI patients is rarely available, but the use of peripheral tissues such
as lymphoblast or blood could be a potential solution. If successful,
these identified biomarkers could be used to better direct the
diagnosis and treatment to TBI patients, and more optimistically
they could help to develop rationale-based therapies for treating the
millions of Americans who suffer from TBI.
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Chapter 22

Clinical Trials for Traumatic Brain Injury: Designs
and Challenges

Juan Lu and Mirinda Gormley

Abstract

Traumatic brain injury (TBI) is a major public health problem affecting across all demographics. Despite its
high impact on disability, mortality, and economics, currently there are no therapeutic drugs approved for
the treatment of acute TBI. While many potential agents have shown effects in animal models, clinical trials
in patients with TBI have shown little success and nearly 30 phase III clinical trials have failed to show
efficacy for the treatment of TBI. This chapter discusses the challenges and designs of clinical trials along the
critical path of developing new treatment for TBI. The overall objective is to promote effective clinical trial
designs and optimize opportunities for developing new treatment for patients with TBI.

Key words Traumatic brain injury, Clinical trial design, Randomized controlled trials, Heterogeneity
of the patient population, Statistical efficiency, Outcome measurement

1 Introduction

TBI is a major public health problem that has widespread impacts
on all demographics globally. In the United States, TBI affects
approximately 1.7–3.8 million individuals each year [1–4], and
TBI-related injuries account for more than 50,000 deaths annually
[3, 5], making up 30% of all injury-related deaths in the United
States [3, 6].

Worldwide, TBI is the leading cause of disability for people
under 40 years old [7]. The annual incidence of disability due to
TBI is estimated at 100 per 100,000 population [7, 8]. The direct
and indirect costs of TBI have been estimated between 60 and
76 billion dollars each year [3, 9–11]. Living with disability and
addressing these costs poses significant strain and economic hard-
ship on patients and their families, and society.

Despite the high mortality and economic costs associated with
TBIs, currently there are no therapeutic drugs approved for the
treatment of acute TBI [1, 12]. While many potential agents have
shown effects in animal models, clinical trials in patients with TBI

Amit K. Srivastava and Charles S. Cox, Jr. (eds.), Pre-Clinical and Clinical Methods in Brain Trauma Research, Neuromethods,
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have shown little success [4, 11–13] and nearly 30 phase III clinical
trials have failed to show efficacy for the treatment of TBI
[1, 14]. Thus far, many guidelines for treatment of TBI were
built on Level 2 and 3 evidence [11].

Researchers often cite a variety of reasons that might have
contributed to the failures of clinical trials in TBI, such as insuffi-
cient preclinical and earlier phase clinical data to informmulticenter
phase III clinical trials [12–16], the heterogeneity of injury mecha-
nism and patient population [2–4, 11, 13, 17–19], inefficient
statistical approaches [13, 18, 20–22], lack of sensitive and effective
outcome measures [1, 2, 4, 5, 13, 23], small sample sizes and
recruitment challenges [11, 13, 15, 24], and lack of funding for
large-scale, multicenter trials [11, 15]. To encourage better trials
and treatments, researchers around the world have attempted to
address the issues encountered with regard to clinical trial designs
in order to optimize opportunities (Table 1).

Table 1
Acronyms

CIHR Canadian Institute of Health Research

CDC Centers for Disease Control

CENTER-TBI Collaborative European Neurotrauma Effectiveness Research in TBI

CDE Common Data Elements

DoD Department of Defense

EC European Commission

EU European Union

FITBIR Federal Interagency TBI Informatics System

FDA Food and Drug Administration

GOS Glasgow Outcome Scale

GOS-E Glasgow Outcome Scale-Extended

IMPACT International Mission on Prognosis and Clinical Trial Design in TBI

NINDS National Institute of Neurological Disorders and Stroke

NIH National Institutes of Health

OBTT Operation Brain Trauma Therapy

PH Psychological Health

RCT Randomized Control Trials

TED TBI Endpoints Development

TRACK-TBI Transforming Research and Clinical Knowledge in TBI

TBI Traumatic Brain Injury

WHO World Health Organization
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2 Methods

2.1 Initiatives and

Activities for

Advancing Clinical

Research in TBI

Recognizing the importance of developing effective treatment and
the methodological challenges in designing clinical trials in TBI,
National Institute for Neurological Disorders and Stroke (NINDS)
sponsored a workshop in May 2000 to discuss lessons learned from
previously conducted trials that could be used to improve future
studies. As a joint effort, experts from clinical, research, pharma-
ceutical, and the U.S. Food and Drug Administration (FDA) pre-
sented several recommendations regarding trial designs and
conduct in the field [15]. Following the workshop, efforts and
advances in the improvement of trial designs have been furthered.
Table 2 shows a list of major initiatives and activities that have been

Table 2
Major initiatives and activities for advancing clinical research for TBI

Year Activity Description

2000 Expert Workshop [15] NINDS sponsored workshop to review the design and conduct of
clinical trials in TBI and develop recommendations.

2002 CDEs Project [25, 26] NINDS sponsored initiative to develop data standards for clinical
research within the neurological community.

2003 IMPACT Project [14] NINDS sponsored research project to advance knowledge of prognosis,
clinical trial design and treatment in TBI.

2009 Interagency Workshop:
CDEs [25]

Federal interagency sponsored workshop, “Advancing Integrated
Research in Psychological Health (PH) and TBI” to develop topic-
driven CDEs for PH and TBI research.

2009 TRACK-TBI Project
[27]

NINDS sponsored project to validate the feasibility of implementing
the TBI-CDEs.

2011 InTBIR [28] EC, CHIR, NIH co-sponsored international initiative to coordinate
and leverage clinical research activities on TBI.

2012 FITBIR [29, 30] DoD and NIH co-sponsored initiative which creates a platform for data
sharing to accelerate TBI research

2012 White House Executive
Order [31]

Executive order-improving access to mental health services for veterans,
service members, and military families, to establish a national
research action plan aimed at identifying strategies to establish
biomarkers for early diagnosis and treatment of TBI and develop
improved diagnostic criteria for TBI.

2013 TED Initiative [1, 32] DoD sponsored to advance validation of endpoints acceptable to the
FDA.

2013 CENTER-TBI Project
[33]

EU sponsored project to better characterize TBI as a disease and
identify the most effective clinical interventions for managing TBI.

2016 FDA Open Workshop
[1, 34]

FDA sponsored workshop, “Advancing the Development of
Biomarkers in TBI” to evaluate considerations for TBI biomarker
development to improve clinical utility for TBI.
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launched since 2000 to advance clinical research and search for
effective treatment in TBI.

3 Methods

3.1 Registered TBI

Clinical Trial Activities

Between January 1st 2000 and August 1st 2017, about 548 clinical
trials were registered at ClinicalTrials.gov with a primary or second-
ary condition listed as TBI. ClinicalTrials.gov, a program funded by
the NIH, is a web-based registry that contains information about
public and privately funded human clinical trials conducted around
the world [35]. Figure 1 illustrates the geographic distribution of
the registered clinical trials during the search period for TBI
throughout the world; the majority of these activities resided in
the United States (61.9%) and Europe (19.3%). Figure 2 illustrates
the number of interventional trials over the years. Since 2000, the
number of trials has increased dramatically, then slowly decreased
after peaking in 2013.

Among 548 registered trials, over two-thirds (395/548) were
interventional trials, and the majority utilized randomized control
design (87.0%). The common interventions under investigation
were new treatment drugs (33.1%), behavioral intervention pro-
grams (21.9%), and new devices (19.1%). Consistent with the
report by Li and colleagues [11], a large number of trials had very
low planned enrollment; more than half of the trials (60.8%) had
less than 100 participants, and nearly one-third (29.1%) reported
enrollments of less than 24 patients (Table 3).

Fig. 1 Geographic distribution of clinical trials for TBI. Results as of search query conducted on August 1, 2017
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4 Methods

4.1 Challenges and

Design Considerations

along the Critical Path

of Developing New

Treatment for TBI

The general critical path to developing a new intervention product
encompasses the activities of basic research, prototype design or
discovery, preclinical development, clinical development, and regu-
latory filing and approval (Fig. 3). Along the path, basic research is
directed towards the fundamental understanding of biology and
the disease process; translational research is directed towards
moving basic discoveries from concept into clinical evaluation
[36]. In the field of TBI research, therapeutic candidates identified
through basic research were first tested through in vitro studies and
animal models of TBI for implications in treatment of human TBI
[37]. Therapeutic candidates then undergo a series of rigorously
designed human clinical trials as they move from left to right along
the path. As there is no FDA approved pharmacological treatment
in acute TBI, all discussions in this chapter are focused on trial
designs related to the development of a pharmacological agent.

4.2 Preclinical

Studies

The objective of preclinical studies is to assess the safety, dosage,
pharmacologic and biologic properties of a new treatment agent in
preclinical models of TBI. However, the objective may not be
achieved in a single study. Over the past several decades, preclinical
studies have made extensive progress in understanding injury
mechanisms, particularly the cascading of secondary insults
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Fig. 2 Number of active or completed TBI clinical trials over years. Results as of search query conducted on
August 1, 2017
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following TBI. As a result, numerous potential therapeutic candi-
dates progressed into human clinical trials, attempting to intervene
in the cascade of secondary insults and reduce the morbidity and
mortality rates for patients with TBIs [38]. However, the field is
repeatedly perplexed by the inability to translate bench evidence to
bedside. Among the reasons that contributed to these failures is the
lack of compatible animal models to produce adequate preclinical
data [39]. Researchers have suggested that our current animal
models were relatively rigid and insufficient to represent the

Table 3
Characteristics of the registered TBI interventional trials 2000–2017
(N ¼ 395)a

Characteristic N %

Intervention
Behavioral 70 21.9
Drug 106 33.1
Device 61 19.1
Procedure/protocol 22 6.9
Other 61 19.1
Missing 75 –

Phases
Phase 1 32 17.6
Phase 1–2 19 10.4
Phase 2 63 34.6
Phase 2–3 8 4.4
Phase 3 32 17.6
Phase 4 28 15.4
Missing 213 –

Randomization
Randomized 285 86.6
Non-randomized 44 13.4
Missing 66 –

Enrollment
<25 115 29.1
25–50 62 15.7
51–75 58 14.7
76–99 33 8.4
100–500 108 27.3
500–1000 13 3.3
1000–10,000 3 0.8
>10,000 3 0.8

Recruitment
Completed 140 35.4
Ongoing 150 38.0
Unknown status 44 11.1
Withdrawn 61 15.4

aResults as of search query conducted on August 1, 2017
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heterogeneity of clinical TBI [37, 39–42]. First, all preclinical
experiments were performed under a rigorous controlled environ-
ment and primarily driven by the treatment protocols that could
not be reproduced in clinical studies [43]. Second, the endpoints in
these preclinical studies were incompatible with human trials,
where the treatment beneficial effects were mostly measured
through “behavior outcomes” (e.g., Glasgow Outcome Scale)
[44], and reflected the process of human functional recovery fol-
lowing injuries [15, 38].

To inform phase II TBI clinical trials, six theoretical
requirements have been recommended by Muizelaar and Dore-
Duffy [45]:

1. The treatment mechanism that targeted at the cellular damage
should be confirmed both in animal models and in human
studies.

2. Both the effect of intervention in blocking the cellular damage
and improving clinical measures should be demonstrated in
animal models.

3. The safety and tolerability of the intervention should be estab-
lished in human TBIs.

4. The intervention drug should be able to penetrate the blood–-
brain barrier with adequate dosage for the targeted injury
mechanism.

5. The intervention should be carried out during the effective
“therapeutic window” corresponding to the targeted
mechanism.

6. The outcome measures should be sensitive and capable of
detecting meaningful intervention effect.

The limitations of current preclinical studies and the require-
ments for obtaining adequate clinical data have been discussed and
reemphasized over the years [37–39, 43]. Numerous recommen-
dations from the experts’ discussions are highlighted in Table 4.

Fig. 3 Research support for product development [36]
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In addition to inadequate animal models and design-related
limitations, we need to recognize that failures to transform preclin-
ical evidence to trials in TBI could be due to ineffective therapeutic
agents or inappropriate target mechanisms. In an effort to address
the need for effective novel therapies and selection of the most

Table 4
Recommendations on designing preclinical studies in TBI

Recommendations

NINDS/Industrial Agencies Sponsored Workshop on Animal Models [37]
l No single animal model of experimental traumatic brain injury can be embraced as a “gold standard”
for the field. Multiple animal models should be used to replicate specific features of human TBI.

l More attention should be placed on the language used to define the pathobiology of the traumatic
condition. More care must be employed when using and applying terminology related to contusion,
diffuse axonal injury, and secondary insult.

l More attention must be given to the careful physiologic management and monitoring of all
experimental animals, both before and following the induction of the traumatic brain insult. Such
monitoring should include routine blood gas, blood glucose, blood pressure, and body temperature
measurements. Further attention should be given to the age and sex of the chosen experimental
animals. Attention to these details was viewed as essential to allow the interlaboratory comparisons
necessary to validate a model fully and/or to test the efficacy of a specific drug.

l Preclinical laboratory trials should include both acute and delayed dosing schedules both to
demonstrate efficacy and to give some insight into the therapeutic window associated with the use of
the chosen agent.

l Any assessment of the recovery associated with TBI should consider both the acute and chronic phases
of the recovery, as well as the rate of recovery.

l The design and use of all chosen experimental animal models of TBI should include biomechanically
relevant parameters.

NINDS Sponsored Workshop on Clinical Trials [15]
l Test the lab model of injury severity clinically.
l Establish animal intensive care units to study severe TBI.
l Study pharmacokinetics in multiple animal models to establish the dose, how soon, how frequently,
and for how long to give drug or initiate and continue therapy.

l Test the intervention in at least two rodent models (such as weight drop or fluid percussion, or similar
models in two rodent species) and in a larger animal if possible.

l Test the intervention in more than one lab.
l Try to model for both diffuse and focal injury, subarachnoid hemorrhage and ischemia.
l Ensure adequate transport of a pharmaceutical agent into the cerebrospinal fluid and brain.
l Study the time window of drug/intervention efficacy.
l Establish a correlation between the window of opportunity in animals versus humans.
l Establish dose–response curve.
l Obtain as much toxicological data as possible.

DOD Sponsored Workshop on Pharmacotherapy [16]
l Standardization of available animal models and introduce new models when scientifically necessary.
l Reproduce important mechanisms of human TBI in animal models.
l Design preclinical study using the same level of rigor as the ones in human RCTs and establish
registration mechanism for preclinical studies.

l Administration of therapeutic agents to mimic the timing, delivery route, and dosage feasible in
humans in broad spectrum of animal models by multiple laboratories.

l Select sensitive rodent behavior tasks that discriminate injury beyond 12 weeks of TBI.
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promising therapeutic agents, a multicentered preclinical drug
screening consortium for acute therapies in severe TBI, operation
brain trauma therapy (OBTT), was recently established as a therapy
screening entity [46, 47]. The objective of OBTT is to include a
spectrum of established TBI models at experienced centers and
assess the effect of promising therapies on both conventional out-
comes and serum biomarker levels [47–49]. The experience of
OBTT in TBI modeling, evaluation of therapies, drug selection,
and biomarker assessment on the first five therapies was reported in
a special issue in the Journal of Neurotrauma in March, 2016
[48, 50–55]. This collaborative work provided an excellent exam-
ple for advancing preclinical studies in the field.

4.3 Clinical Trials The overall goal of a clinical trial is to efficiently develop a new, safe,
and effective treatment agent. As indicated in the critical path by
the FDA, the early phase of clinical development mostly concerns
the safeties of the product; the later phase typically concerns the
efficacies and roles in clinical practice. All clinical trials performed in
TBI followed the classic path of preclinical development in regard
to safety and efficacy evaluation phases. Following the preclinical
studies, phase I trials assess the safety, dosage, pharmacologic and
biologic properties of the agent; phases II trials document evidence
of drug efficacy and side effects; and phase III trials evaluate efficacy
and monitor adverse effects. After each phase, the results should be
reviewed thoroughly to determine whether the evidence provides
sufficient information necessary for future studies.

As an extremely heterogeneous disease, TBI poses significant
methodological challenges in clinical trial designs, particularly in
late phase (III or IV) studies [13, 15, 43]. Thus far, a majority of
large, multicentered phase III trials failed to demonstrate signifi-
cant improvement in clinical outcomes for TBI patients [14–16,
18, 56, 57]. A key challenge is the inability to replicate the positive
evidence from preclinical/early phase human studies in large size
multicenter trials. This led many efforts to improve the existing trial
designs in the field. Several areas of challenges and related recom-
mendations in designs of TBI trials were discussed below: (1) deal-
ing with heterogeneous patient population, (2) improving
statistical efficiencies in sample size estimation and primary out-
come analysis, and (3) selecting more sensitive endpoint
measurement.

4.3.1 Dealing with

Patient Heterogeneity at

Planning and Analytic

Phases

IMPACT Project
In 2003, the International Mission on Prognosis and Clinical

Trial Design in TBI (IMPACT) project was initiated to develop
methodologies to improve the design and analysis of clinical trials
of TBI [13]. Funded by NIH, the project was an international
collaboration linking clinical, epidemiological, and statistical inves-
tigators from Belgium, the Netherlands, the United Kingdom, and
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the United States. The project was granted access to 11 TBI studies
for establishing a database and exploring concepts to improve the
design of clinical trials in TBI. The initial phase of the database
contains clinical data on 9205 individual patients with moderate or
severe TBI, 6535 from RCTs, and 2670 from observational studies
[58]. During the continuation funding period, the number of
studies was expanded, and more than 40,000 individuals with
TBI were included in the study [59]. Within this large dataset,
IMPACT investigators performed extensive simulation studies to
explore different approaches in the improvement of trial designs for
TBI. Several key findings and recommendations are discussed
below, including the approaches in dealing with the heterogeneity
of the patient population (e.g., baseline imbalance) and improving
statistical efficiency in TBI trials [14, 59, 60].

Heterogeneity of the Patient Population and Baseline Imbalance
In a randomized controlled trial, randomization ensures the

treatment allocation purely due to chance, though an imbalance of
baseline characteristics could still exist. In trials of TBI, imbalance
in baseline characteristics that influence trial outcomes, such as
patient age or injury severity, can bias outcome estimation. Some
strategies are commonly used to protect against the imbalance,
such as applying stratified randomization, minimization or strin-
gent inclusion criteria at the planning stage, and adjusting baseline
covariates in the analytic phase [61, 62]. Both stratified randomiza-
tion and minimization on important prognostic factors address the
issue of imbalance and were often integrated in trial designs, but
both approaches have some practical shortcomings.

Dealing with Imbalance at Planning Phase
In trials of TBI, more stringent enrollment criteria have been

commonly employed in the past to decrease patient heterogeneity
and select subgroups of patients that were more likely to respond to
the mechanisms under investigation that contribute to the out-
comes [60]. However, simulation studies using data within the
IMPACT database showed that although stringent enrollment cri-
teria could reduce the heterogeneity of the patient characteristics
and increase statistical efficiency (i.e., the percentage reductions in
sample size, which can be achieved without loss of statistical power
relative to a different approach, e.g., utilizing less stringent enroll-
ment criteria), the approach also led to alteration of the outcome
distribution and substantial reductions in recruitment rate. The
results showed that the more stringent enrollment criteria could
lead to 65% and 41% reduction in study recruitment for the obser-
vational studies and RCTs in the IMPACT database, respectively
[63]. Weighing the pros and cons of such an approach, the current
recommendation advises keeping less stringent inclusion criteria.
Since the approach not only maximizes the recruitment rates and
enhances the generalizability of the results, it also increases the
likelihood of the current understanding of mechanisms under
investigation [14].
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Dealing with Imbalance at Analytic Phase
As an alternative approach to minimize imbalances, covariate

adjustment at a trial’s analytic phase was further explored by the
IMPACT investigators. Covariate adjustment is a procedure com-
monly used for controlling imbalanced prognostic factors and
minimizing biased estimates of the treatment effect. The proce-
dure is not only suitable under the context of observational
studies, but also appropriate for RCTs which have moderate-to-
severe imbalances in baseline characteristics for TBI [61, 64]. Uti-
lizing logistic regression analysis to estimate the treatment effect
with seven covariates, the IMPACT simulation studies demon-
strated a 25% gain in statistical efficiency, compared with analysis
without adjustment for covariates [65]. The subsequent study
demonstrated that the effectiveness of covariates adjustment in
gains of statistical efficiency is related to the degree of baseline
imbalances. With greater heterogeneous patient populations, the
greater the statistical efficiency could be gained. For those obser-
vational studies in the IMPACT database, the covariate adjust-
ment resulted in a 30% gain of the statistical efficiency; whereas
for those RCTs, the same covariate adjustment led to 16% gain in
efficiency [63].

To carry out covariate adjustment analysis in RCTs, a couple of
principles should be followed. First, the choice of baseline charac-
teristics, by which an analysis is adjusted, should be determined by
prior knowledge of influence on outcome rather than evidence of
imbalance between treatment groups in the trial. Second, such
information should be included in trial protocols and reported
with analysis details [61, 66]. Both guidance on statistical principles
by the International Conference of Harmonisation [67] and guide-
lines on adjustment for baseline covariates by the European Med-
icines Agency supported this notion and later provided very
detailed guidance for practice [64].

In the case of TBI, core prognostic predictors of patients’ age
and baseline injury severity index (Glasgow Coma Scale motor
score, pupillary reactivity) on 6-month mortality and functional
outcome following moderate and severe TBI were further con-
firmed by the IMPACT study [68, 69]. In addition to these core
predictors, the baseline brain CT classification, second insults
(hypoxia and hypotension), subarachnoid hemorrhage, epidural
hematoma, and certain lab values (glucose, hemoglobin) were
identified as significant predictors [70–75]. The prognostic mod-
els based on these variables have been both internally and exter-
nally validated [70, 76–78]. Moreover, these prognostic models
not only have been applicable in moderate and severe TBI
populations of different settings, but also applicable for mild
TBI [79].
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4.3.2 Improving

Statistical Efficiencies in

Designs

Sample size estimation
For a fixed design, the trial sample size estimation is usually

based on information obtained from prior trials. It is important to
note that this information merely reflects the realistic expectations
which the current trial wishes to aim for and does not directly relate
to the eventual trial results. Moreover, in practice, the sample size
estimation does not usually account for patient factors which might
influence prognosis. In phase III TBI trials, the sample size estima-
tions have traditionally been aimed at detecting a 10% absolute
difference in the dichotomous Glasgow Outcome Scale (death/
vegetative status/severe disability vs. moderate disability/good
recovery) [44] between the two treatment arms, presuming that
there will be an approximately 50% split of the dichotomous out-
come distribution in the patient population. As indicated in many
discussions, both expectations of effect size [15] and outcome
distribution [60] may not be realistic in practice. In recent decades,
the outcome distribution in severe TBI has been shifting towards
positive outcomes and decreased mortality. For example, several
recently completed trials have shown that the 6-month mortality
following severe TBI ranges from 17.0% to 27.6% [80–82]. In
placebo-treated patients, a mortality rate drop below 20% does
not allow for a 10% shift in favorable outcome unless the drug
reduces the mortality rate by greater than 50%. As a result, it is
very difficult to obtain a 10% effect size [15]. Although the prob-
lem can be potentially overcome if a study restricts patient popula-
tion with poor prognosis, such restriction could be offset with
much slower enrollment and prolonged study period [63].

To ensure adequate power for future trials, several design
principles have been recommended. For example, the expert work-
shop sponsored by NINDS has recommended to have reasonable
expectations for effect size (e.g., 5–7.5%) and consider alternative
designs, such as adaptive approaches or large simple trial designs
where possible [15]. The IMPACT study further recommended to
include important covariates and apply the ordinal model in pri-
mary outcome analysis to improve the statistical efficiency and
statistical power in TBI trials [21].

Primary efficacy analysis
The Glasgow Outcome Scale (GOS) [44] is a well-established

outcome measure for most phase III TBI trials. Conventionally,
trials have collapsed the 5-category GOS as an unfavorable (dead,
vegetative status, and severe disability) versus favorable (moderate
disability and good recovery) outcome. Such an approach has been
criticized for discarding valuable information among those col-
lapsed categories, therefore resulting in statistical inefficiency in
past trials [83, 84]. Several recent studies have explored the ordinal
analysis of the GOS [83, 85, 86] and other ordinal outcomes
commonly used in TBI and stroke clinical trials. These
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methodological works demonstrated that analyzing ordinal out-
comes as ordinal could yield substantial gains over conventional
dichotomized outcomes. In a simulation study, IMPACT study
showed that using ordinal technique to analyze 5-category GOS
could improve statistical efficiency in trials with moderate-to-severe
patient populations. The ordinal approach of sliding dichotomy
could decrease sample size by 40% without compromise of statisti-
cal power. Another ordinal approach of proportional odds model
could also reduce similar percentages of sample size without affect-
ing statistical power [83]. The subsequent IMPACT study showed
that comparing with the use of 5-category GOS, utilization of the
8-category Extended Glasgow Outcome Scale (GOS-E) could fur-
ther improve the statistical efficiency by 3–5% [87]. Therefore, it is
recommended that future TBI trials use the ordinal outcomes and
the methods of ordinal analyses.

4.3.3 Identifying

Appropriate Outcome

Measures

As with all trial designs, the validity of the clinical trials is dependent
on the relevance of the chosen endpoint. Endpoints that do not
correspond to the targeted treatment mechanism will yield biased
conclusions. During the past several decades, GOS or GOS-E has
been served as an FDA-accepted endpoint for late phase TBI trials.
As a global outcome measure, GOS was introduced to measure the
overall functional recovery, particularly to determine an individual’s
ability to return to pre-injury lifestyle following TBI [44]. To
increase the outcome sensitivity in clinical trials, the 5-category
GOS was later extended to 8-category, by subdividing the cate-
gories of severe, moderate, and good recovery into upper or lower
degrees [88]. Although these measures are not a gold standard,
they were widely used to compare the practice against the history in
the field [15]. However, several limitations of using such measures
as primary outcome in TBI trials must be recognized. First, GOS
and GOS-E are specific to measure disability and handicap follow-
ing TBI, but less appropriate to measure physical impairment
[44]. Second, these measures are not sensitive to capture deficien-
cies and recoveries in the areas of cognitive or psychological health
that a new intervention might target [1]. Third, both measures are
subjective to misclassifications which could subsequently reduce
the statistical power and bias the efficacy estimation [89–91]. To
address this important issue, the TED Initiative was recently
launched to support the collaborative effort of searching and vali-
dating the endpoints that will be acceptable to the U.S. FDA for use
in future trials of TBI. This effort is in progress along with other
efforts in the field for continuing the search of effective treatment
for patients with TBI [1].
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