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A fundamental goal of neuroscience is to better understand the human 
nervous system. The human brain comprises billions of neurons and 
supporting cells in a complex network. Efforts to understand brain 
physiology and pathology often start from a reductionist approach 
to comprehensively characterize different neurons. Historically, new 
tools that allowed better characterization of neurons have augmented 
the understanding of nervous system function and dysfunction and 
galvanized important advances in this field. Through his meticulous 
observations of Golgi-stained neural tissues1, not only did Santiago 
Ramón y Cajal reveal the existence of strikingly diverse neurons as 
discrete functional entities, but he also generated numerous insights 
regarding potential modes of synaptic transmission from axons to 
dendrites and information flow within brain circuits. Technological 
advances in histology and microscopy have enabled characterization 
and comparison of neuronal microstructures under physiological and 
pathological conditions. Similarly, the advent of electrophysiology 
and patch-clamp techniques revolutionized the neuroscience field by 
monitoring dynamic membrane properties of neurons in real time.

NGS describes a group of sequencing technologies that can read 
relatively short nucleotide sequences of millions to billions DNA 
fragments in parallel. Since the first commercial release of an NGS 
platform less than a decade ago2, sequencing technology has advanced 
at a staggering pace. Sequencing throughput has increased more than 
10,000-fold, resulting in a rapid decline in per-base sequencing cost. 
NGS was quickly grafted to numerous assays—such as genomic DNA 
mutation screening, bisulfite sequencing, chromatin capture and 

immunoprecipitation—turning them into unbiased genome-wide 
assays. Moreover, NGS has catalyzed the development of a number 
of new biological assays. Together, these advances have allowed a  
more comprehensive and mechanistic description of molecular  
signature of cells.

The transcriptome and the epigenome form two major categories of 
information that can be acquired through various NGS-based assays. 
The transcriptome reflects an unbiased gene-expression profile of 
RNA molecules. The epigenome reflects the genome-wide distribu-
tion of various epigenetic features, which include modifications of 
cytosine in genomic DNA, post-translational modifications of histone 
tails, position of nucleosomes, location of accessible genomic loci and 
three-dimensional (3D) interactions between genomic regions. The 
transcriptome represents the current molecular state of a given cell 
population, whereas the epigenome reveals both stable and dynamic 
properties that modulate the transcriptome. The abilities to eluci-
date the molecular signature of a specific cell population and cellular 
states by transcriptome analysis and to identify epigenomic influences 
through NGS technology are revolutionizing every field of biology.

Neuroscience applications of NGS are only beginning to be 
explored, but this technology has great potential to enhance under-
standing of the nervous system. In this Review we seek to provide a 
foundation for understanding and adapting NGS technology within 
the neuroscience field. First, we highlight technical challenges for 
implementing NGS in this domain. Second, we provide information 
about classes of epigenome- and transcriptome-based assays. Third, 
we try to demystify various NGS platforms and actual sequencing 
processes (further information on analytical tools of NGS in neuro-
science can be found in ref. 3).

Unique considerations and questions in neuroscience
Thanks to recent advances in NGS, transcriptomic and epigenomic 
data for multiple tissue and cell types are rapidly accumulating. 
Moreover, a nationwide effort to understand DNA regulatory ele-
ments by the Encyclopedia of DNA Elements (ENCODE) consortium  
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The mammalian brain is an evolutionary marvel in which engraving and re-engraving of cellular states enable complex  
information processing and lifelong maintenance. Understanding the mechanisms by which neurons alter and maintain their 
molecular signatures during information processing is a fundamental goal of neuroscience. Next-generation sequencing (NGS) 
technology is rapidly transforming the ability to probe the molecular basis of neuronal function. NGS can define not only the 
complete molecular signatures of cells by transcriptome analyses but also the cascade of events that induce or maintain such 
signatures by epigenetic analyses. Here we offer some general and practical information to demystify NGS technology and 
highlight its potential to the neuroscience field. We start with discussion of the complexity of the nervous system, then introduce 
various applications of NGS with practical considerations and describe basic principles underlying various NGS technologies. 
Finally, we discuss emerging NGS-related technologies for the neuroscience field.
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is collecting transcriptome and epigenome data from more than  
300 cell and tissue types. It is becoming increasingly evident that 
mammalian nervous systems have unusual transcriptomic and epi-
genetic features compared to most other tissues and cell types. First, 
neurons radically alter their transcriptome within minutes upon elec-
trical activity4–6. More surprisingly, neurons substantially alter their 
DNA methylation status, or methylome, upon activation, behavioral 
perturbation and drug treatment7–11. These observations have over-
turned the dogma that DNA methylation is a stable and irrevers-
ible epigenetic mark in differentiated cells12. Second, mammalian 
neurons carry high levels of the DNA demethylation intermediate, 
5-hydroxymethylcytosine (5-hmC)13. Up to 1% of all cytosines in 
neurons are 5-hmC, which is much more abundant than the 0.2%  
5-hmC of all cytosines in most somatic tissues. Third, 5-methylcytosine 
(5-mC), which appears predominantly only at cytosines followed by 
guanine bases (CpG) in most somatic tissues, also appears frequently 
at cytosines followed by non-guanine bases (CpH)14,15. Fourth, the 
brain has an abundance of various regulatory RNA species that have 
not been well characterized, such as enhancer RNA (eRNA), piwi-
interacting RNA (piRNA), microRNA (miRNA) variants (isomiRs) 
and endogenous small interfering RNA (endosiRNA)16–19. For the 
majority of these transcriptome and epigenome features, little is 
known about their functional significance.

Neurons have more elaborate processes than most other somatic cell 
types and therefore require extensive macromolecule transportation.  
As an alternative to long-distance transport, neurons take advantage 
of local protein translation at distal synapses20. Thus, RNA molecule 
distribution within the neuronal cytoplasm is important and calls for 
in situ transcriptome analysis. Neurons dramatically alter their tran-
scriptome and potentially epigenome upon external signals; there-
fore, temporal heterogeneity, in addition to cell type–specific and 
subcellular heterogeneity, is significant. To fully understand neuronal 
properties in a complex network, extracting neuronal transcriptome 
or epigenome from the intact environment is also desired.

Deconstructing the complexity of the nervous system
Classical assays in the neuroscience field are cell type–specific and 
often have single-cell resolution. From the beginning of modern 
 neuroscience, the advent of Golgi staining technology allowed detailed 
observation of a few cells of interest from complex neuronal networks 
and populations of glial cells. Histological and microscopic observa-
tions enabled detailed morphological characterization of particular 
neural subtypes. Electrophysiology and patch-clamp techniques 
reveal physiological properties of individual neurons. In contrast, 
NGS normally requires a large amount of input material, up to thou-
sands or millions of cells depending on the assay. The requirement of 
such large samples is one of the reasons why early NGS studies were 
applied to cancer cell lines and embryonic stem cells more often than 
somatic tissues, including the brain.

The mammalian brain is a complex organ with a highly heterogene-
ous makeup of cell types. Half of all cells are glial cells in most brain 
regions. There are thousands of neuronal cell types that differ in shape, 
size, connection, electrical properties and, potentially, transcriptome and 
epigenome. Even in the same neuronal subtype, molecular signatures can 
differ according to the signal input and local environment. Therefore, the 
source of brain transcriptome and epigenome data usually comprises a 
highly heterogeneous group of cells, which can mask important signals. 
Depending on the question or phenomenon under investigation, cell 
type or region specificity may not be required to generate useful data21. 
However, studies in neuroscience often deal with subtle differences that 
require very low noise; thus, sample preparation for transcriptome or 

epigenome assays is the first challenge in adopting NGS. Likewise, in 
interpreting sequencing data from the mammalian nervous system, 
one has to keep in mind its heterogeneity, which can lead to discrepan-
cies between classical approaches and results from NGS. The ultimate 
solution for heterogeneity is single-cell transcriptome and epigenome 
analysis, which in many cases is not yet feasible. In the interim, there are 
a number of ways to circumvent the issue of heterogeneity.

Microdissection and laser-capture microdissection. One way of 
reducing cellular heterogeneity of the brain is to mechanically separate 
regions of interest using microdissection (Fig. 1a). Microdissection 
has been used to identify brain nuclei–specific gene expression and 
in biochemistry studies of different brain nuclei since the 1960s. 
Most brain regions, however, have layers or structures that cannot 
be mechanically separated. Moreover, each microstructure contains 
diverse types of neurons and glial cells. Thus, even microdissected 
tissue specimens still contain heterogeneous neuronal and glial cell 
types. Laser-capture microdissection (LCM) is a more sophisticated 
and precise method of physical separation method (Fig. 1b). LCM is 
not, however, free of the problem of contamination by unwanted cell 
types. Moreover, the sample quantity is often too small to proceed with 
many current genetic, epigenetic or transcriptomic approaches.

Fluorescence-activated cell sorting. Since its development in 1960s, 
fluorescence-activated cell sorting (FACS) has been an essential 
modality for fields of immunology, hematology, stem cells and lym-
phoma or leukemia. FACS uses fluorescently labeled cells or antibodies 
targeting specific epitopes of cells, which then are passed through thin 
capillaries where single cell–containing droplets are electrostatically 
guided into separate collection tubes according to the fluorescence 
wavelengths and light-refraction property of cells (Fig. 1c). FACS is 
not, however, widely used in epigenetic or transcriptome studies, for 
multiple reasons. First, the antigen should be well characterized and 
specifically expressed in the cell population of interest. Second, it often 
takes hours to go through the processes of tissue digestion, sample 
staining and FACS at 37 °C or room temperature. Cell viability and, 
more importantly, molecular characteristics can change during the 
preparation process. However, if only nuclei are required, FACS can 
also be applied for nuclear sorting22. Nuclear sorting can be applied 
to fresh-frozen brain samples, a common preservation method for 
primary human postmortem tissues. Nuclear sorting, however, can 
be used only for a subset of epigenome studies23,24.

Genetic tagging methods. It is possible to express nuclear membrane 
protein25,26 or ribosomal protein27–29 marked by biological tags only 
in cell types of interest. The labeled nuclei can be affinity purified 
for further analyses, such as nuclear RNA profiling or epigenome 
profiling. The tagged ribosomes can be immunoprecipitated and 
the associated mRNA molecules can be sequenced to generate cell 
type–specific transcriptomes (Fig. 1d). Unlike FACS, genetic labeling 
does not entail a lengthy sample-preparation procedure.

Single-cell analyses. Genetic approaches use only one molecule 
marker to define a cell type, which normally is not sufficient, and 
do not solve the problem of temporal heterogeneity within the same 
population upon stimulation. The highest degree of specificity is 
achieved through single-cell epigenome and transcriptome studies 
(Fig. 1e). To date, single-cell transcriptome is the most widely used 
single-cell sequencing technology30–33. At present, very few studies 
have described single-cell methylomes or 3D DNA interactomes34,35. 
Indeed, combining single-cell genomics with classical approaches, 
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such as electrophysiology, quantification of 
protein or mRNA (immunohistochemistry 
or RNA in situ) in the same cells would be 
very powerful. Although amplification bias is an issue, the single-cell 
approach could be a major breakthrough for decoding the complex 
nervous system.

Decoding neuronal identity and cellular states
Protein abundance is controlled by multiple factors, including mRNA 
abundance, translation rate and protein degradation rate, but the 
amount of mRNA is the primary contributing factor and explains 
40–80% of variance in protein abundance in mammalian cells36–38. 
The transcriptome is an unbiased snapshot of the structure and 
abundance of RNA molecules. Using transcriptome analysis, we can 
begin to not only map gene-function relationships at the cellular level 
but also better understand the pathophysiology of abnormal neuro-
nal behavior. At the same time, analysis of the epigenome offers a 
mechanistic explanation for the cell type– or cellular state–specific 
transcriptome. Understanding how various transcriptomes arise from 
invariable genomes is a fundamentally challenging task. The genome 
consists of a long one-dimensional stretch of letters without punctua-
tion marks or line breaks. Less than 3% of the human genome contains 
protein-coding information. There are no universally conserved and 
unique sequences for transcription start sites or transcription termina-
tion sites. Coding regions (exons) are not continuous but interspersed 
among kilobases of introns. Yet, cellular transcriptional machineries 
can locate coding regions, initiate transcription at designated tran-
scription start sites, precisely splice out introns from pre-mRNAs 
and stitch exons together to generate mature mRNAs. Moreover,  
different cells guide transcriptional machinery to different parts of 
the genome to express a particular set of genes and isoforms, which 
is the basis for the striking diversity of the transcriptome. Epigenetic 
mechanisms underpin the diverse, tightly controlled transcriptome, 
which is essential for complex and harmonious cellular networks  
in multicellular organisms.

In addition to having cell type– and maturation stage–specific tran-
scriptomes during development, neurons change their transcriptome 
rapidly in response to stimuli. More importantly, neurons often have 
to ‘remember’ the incidence of stimulus for a long period of time. 
Although the importance of epigenetic mechanisms in brain functions 
was suggested decades ago39, it was not until the advent of NGS that 
it was possible to characterize global epigenomic and transcriptomic 
changes. NGS is a versatile tool and here we summarize transcriptome 
and epigenome assays that can be connected to NGS (Fig. 2).

Transcriptome
One of the most rapidly adopted applications of NGS is profiling of 
gene expression (Fig. 2d). In the Gene Expression Omnibus (GEO), 
where most published data sets are uploaded, there are more than 
2,500 RNA sequencing (RNA-seq) data sets, and this number is rap-
idly increasing as its older counterpart, gene-expression microarray, 
is used less often. It is worth pointing out the differences between 
these technologies and why RNA-seq is preferred. First, RNA-seq 
has a wider dynamic range of estimating the amount of each mRNA 
molecule. Second, because RNA-seq quantifies expression digitally, 
the estimated expression levels are highly accurate and reproduc-
ible across different experiments40. Third, RNA-seq does not have 
an a priori set for detecting and quantifying transcripts and is thus 
capable of quantifying the abundance of isoforms, splicing variants 
or even post-transcriptional RNA base modification (RNA editing) 
in each transcript. Isoform information is important in neuronal 
RNA-seq, because alternative splicing is especially common in the 
nervous system41. Fourth, RNA-seq can reveal novel rare transcripts. 
Indeed, 85% of the human genome is transcribed. Although we do 
not understand the function of most noncoding RNAs, their abun-
dance is especially high in the mammalian brain and they show 
region-specific expression, suggestive of tight regulation and an 
important role in cellular function42,43. RNA-seq, however, requires 
multiple steps of data processing to achieve meaningful data from 
raw sequencing reads3.

There are two primary considerations when performing RNA-seq: 
how to select mRNA molecules from total RNA, and whether to pre-
serve strand information. mRNA is the only RNA species that has 
the potential to be translated into functional proteins. The relative 
abundance of each mRNA molecule indirectly but tightly correlates 
with protein abundance and thus represents the molecular signature 
of cells. mRNA, however, comprises only 5% of total RNA in mam-
malian cells. Most of the remaining 95% of total cellular RNA con-
sists primarily of ribosomal RNA (rRNA) and transfer RNA (tRNA). 
The existence of rRNA and tRNA species is not a problem when per-
forming quantitative PCR (qPCR) using target-specific amplification. 
Poly(T) primers to selectively reverse transcribe the mRNA are no 
longer used for RNA sequencing because long transcripts have a 3′ 
bias due to the suboptimal processivity of reverse transcriptase44. 
There are two ways of enriching mRNA molecules. The first is via pos-
itive selection to pull down polyadenylated mRNA molecules using 
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Figure 1 Tackling the complexity of the 
mammalian brain. To achieve transcriptomes 
or epigenomes from a particular cell type in the 
brain, careful sample preparation is necessary.  
(a) Microdissection is a physical dissection 
technique to separate small anatomical  
structures under the microscope. (b) Laser- 
capture microdissection (LCM) is a more 
sophisticated way of selecting cells from a  
tissue section. (c) FACS technology can sort  
the dissociated cells on the basis of genetic 
labeling of surface antigens. (d) Genetic labeling 
uses genetically tagged ribosomal protein 
or transcription factors to allow pulldown of 
biological molecules only from cell types of  
interest. (e) Single-cell studies can achieve  
high specificity but involve heavy amplification  
of the starting material.

np
g

©
 2

01
4 

N
at

ur
e 

A
m

er
ic

a,
 In

c.
 A

ll 
rig

ht
s 

re
se

rv
ed

.



1466  VOLUME 17 | NUMBER 11 | NOVEMBER 2014 nature neuroscience

r e v i e w

poly(T) magnetic beads. The selected poly(A) 
mRNA molecules are then fragmented and 
reverse transcribed to generate short frag-
ments of double-stranded DNA. The second 
is via negative selection to remove unwanted 
RNA species using complementary oligonucleotides. Species-specific 
antisense oligonucleotides targeting rRNA are mainly used. Owing 
to remaining rRNA contamination, an rRNA-depleted RNA sample 
requires deeper sequencing runs than poly(A)-selected samples in 
general. rRNA-depleted RNA samples contain poly(A) mRNA as well 
as non-poly(A) noncoding RNA species45. If the goal of the RNA-seq 
is to achieve a snapshot of the cellular molecular signature, positive 
selection of mRNA using poly(T) magnetic beads is more economi-
cal and straightforward than rRNA depletion. However, if the goal 
is to look for comprehensive characterization of neuronal states with 
regulatory RNA species, negative selection through rRNA depletion 
is likely to provide a more holistic view. Neurons have various non-
poly(A) RNA species, and recently identified RNA species such as 
eRNA4 or miRNA sequestrating circular RNA46, are speculated to be 
especially important in mammalian brain functions.

Another decision to be made is whether or not to preserve RNA 
strand information. Unlike DNA molecules, which almost invariably 
are double stranded in cells, RNA molecules exist as single-stranded 
threads. mRNA molecules contain protein-encoding information 
and function as a blueprint for protein synthesis, whereas antisense 
mRNA molecules contain no coding information. The function 
of the antisense transcript is not well understood, but it has been 
hypothesized to have a role for sense gene-expression levels47–49 or 

alternative splicing50. Antisense transcription is pervasive in the 
mammalian genome, and the brain is not an exception45. If strand 
information does not exist, sequencing reads from antisense mRNA 
are considered to come from sense mRNA by mapping software with 
annotations, which misrepresent the expression level51. Considering 
the significant amount of unannotated RNA species in the brain, 
strand information is imperative for building a precise transcrip-
tome. Multiple library-preparation protocols can preserve the strand 
information with different complexity and performance52 (Box 1 and 
Fig. 3). There are different types of transcriptome assays for different 
purposes. Transcriptional activity can be assayed by global run-on 
sequencing (GRO-seq) and native elongating transcript sequencing 
(NET-seq), which sequence only the short nascent RNA synthesized 
by RNA polymerase II (refs. 53,54) (Fig. 2j). Translational activity 
can be assayed by ribosomal profiling, which sequences only regions 
of mRNA that are covered by ribosomes55 (Fig. 2e). RNA species 
that are bound by specific RNA-binding proteins can be assayed 
by cross-linking immunoprecipitation sequencing (CLIP-seq)56  
(Fig. 2c). The distribution of post-transcriptional RNA base modifi-
cations can be determined by antibody-mediated enrichment of the 
modified base of interest, followed by NGS57,58. Although all these 
technologies are not widely used in the neuroscience field, they will 
provide important and novel insights in the nervous system3.
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Figure 2 Cellular properties that can be 
determined by today’s NGS-powered assays. 
Specific configurations of nucleotides probed 
or enriched in each assay are colored yellow. 
(a) LADs can be assayed by DamID technology, 
which uses bacterial adenine methyltransferase 
genetically introduced into lamin B1 to label 
DNA proximal to nuclear lamina. (b) Subcellular 
localization of RNA molecules can be assayed 
by fluorescence in situ RNA sequencing 
(FISSEQ)144. (c) Protein-RNA interactions can 
be assayed by cross-linking immunoprecipitation 
sequencing (CLIP-seq), which uses ultraviolet 
light to cross-link RNA and protein to capture the 
interaction. (d) mRNA abundance can be assayed 
by mRNA sequencing. (e) Ribosomal profiling 
can show the translational activity of each mRNA 
molecule by sequencing only the ribosome-
associated part of the mRNA. (f) Chromosomal 
long-range interactions can be assayed by 5C, 
HiC or ChIA-PET. (g) Histone modifications can 
be assayed by ChIP-seq targeting specific post-
translational modifications of histone molecules. 
(h) Cytosine modifications can be assayed 
by WGBS or TAB-seq as well as antibody and 
chemical capture sequencings for modification  
of 5-mC, 5-hmC, 5-fC or 5-caC. (i) Active 
regulatory elements on accessible chromatin can 
be assayed by DNase-seq or FAIRE-seq.  
(j) Nascent transcription activity can be captured 
through genomic run-on assay sequencing (GRO-
seq) or native elongating transcript sequencing 
(NET-seq). (k) Transcription factor binding sites 
can be assayed by ChIP-seq with transcription 
factor–specific antibodies.
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Histone modifications
As transcriptome analysis aims to provide molecular underpinnings 
for cellular phenotypes and characteristics, epigenome analysis aims 
to provide mechanistic explanations for a given transcriptome. Eight 
core histone proteins (two each of H2A, H2B, H3 and H4) and the 
surrounding DNA together form the nucleosome, a basic building 
block of chromatin. Each histone molecule is subject to more than 
11 types of post-translational modifications, such as methylation, 
acetylation, phosphorylation or ubiquitylation, at more than 100  
amino acid residues, most frequently at N-terminal residues protrud-
ing from the nucleosome core59,60. Not all histone modifications have 
independent functions, as many frequently occur together in specific 
combinations in cell lines61 and mouse brains62. A few modifications are 
extensively characterized in terms of genomic location and their corre-
lation with transcriptional activities of nearby genes63. Histone acetyla-
tion is generally positively correlated with nearby gene-expression  
activity, potentially through destabilizing chromatin folding and 
compaction64,65 or by recruiting bromodomain-containing tran-
scription activators66. The positive effect of general augmentation of  
histone acetylation in learning and memory suggests an interesting 
role for epigenetic regulation in brain function and opens up pos-
sibilities for clinical applications67,68. On the other hand, histone  
methylation is correlated with more diverse genomic functional  

elements, depending on the extent (mono-, di- or tri-methylation) and 
the location of substrate amino acids of the methylation on histone 
tails. Lysine methylation is well known to occur at certain genomic 
functional elements and forms the bedrock of the histone-code 
hypothesis for annotating genomic features69. For example, trimeth-
ylated histone H3 at Lys4 (H3K4me3) marks active promoters when 
it is combined with acetylated H3 at Lys27 (H3K27ac) or H3K9ac, 
whereas H3K4me3 marks inactive or poised promoters when it is 
combined with H3K27me3 in the seven cell lines in the ENCODE 
project69,70. Histone methylation in brain functions, however, has not 
been extensively studied.

Histone modifications can be assayed by chromatin immuno-
precipitation (ChIP) followed by qPCR (ChIP-qPCR) or by NGS 
(ChIP-seq) (Fig. 2g). ChIP uses antibodies to query genomic regions 
that directly interact with a protein or post-translational modification 
of interest. ChIP-seq is an assay to interrogate population-wide average 
binding profiles, and generally requires large sample quantities, often 
up to a few million cells, although some protocols use only hundreds 
or thousands of cells71. The resolution of histone ChIP is determined 
by the size of genomic DNA fragments that are pulled down. Genomic 
DNA can be fragmented by sonication after formaldehyde-mediated 
cross-linking or by micrococcal nuclease (MNase), with or without 
cross-linking. The key for a successful ChIP is the quality of antibodies.  
It is best to use extensively validated antibodies, such as those used in  
ENCODE projects (https://genome.ucsc.edu/ENCODE/antibodies.
html). The quantity of ChIP-DNA is usually not measurable by 
 spectrophotometer without staining reagents, and the quality of  
ChIP-DNA is generally worse than DNA from other assays because of 
formaldehyde cross-linking and sonication. To study the combinato-
rial histone code, bioinformatic overlapping of ChIP-seq results from 
various histone modifications is crucial3.

DNA modifications
5-mC is a central epigenetic mark crucial for mammalian develop-
ment, X chromosome inactivation and genomic imprinting. A series 
of recent studies led to exciting discoveries of oxidation products 
of DNA methylation, such as 5-hmC, 5-formylcytosine (5-fC) or  
5-carboxylcytosine (5-caC), along with the methylcytosine dioxygenase  
Tet enzyme family72–75. Tet enzymes can sequentially oxidize  
5-mC to 5-hmC, and then to 5-fC and further to 5-caC. In addition,  
5-hydroxymethyluracil (5-hmU) can be generated from 5-hmC  
deamination76 or from thymine via TET-mediated oxidation77.  

Box 1 Strand-specific RNA library generation 

The key to preserving strand information is to add two different adapters 
at 5′ and 3′ end of fragmented single-stranded RNA or cDNA molecules 
before amplifying the double-stranded library. All protocols use differ-
ent strategies to add adapters but share library preparation protocols 
once double-stranded DNA is generated (Fig. 3). There are multiple 
strand-specific RNA sequencing protocols available. We introduce three 
methods that use different strategies but have comparable performance.

RNA ligation. This method starts from mRNA fragmentation. A 3′ RNA 
adapter is first ligated to the fragmented mRNA and then a 5′ RNA 
adapter is ligated. Using the two known adapter sequences, the library 
is reverse transcribed and amplified.

SMART. This method also starts from mRNA fragmentation. First,  
a primer containing an adapter sequence generates the first strand to 
the 5′ end of mRNA fragment. Moloney murine leukemia virus reverse  
transcriptase (MMLV-RT) has the activity of adding multiple cytosines 
without a template when it reaches the end of its template RNA. 
Because a template-switch oligonucleotide (TS oligo) has GGG at the 
3′ end, it can anneal to the template-free CCC generated by MMLV-RT. 
MMLV-RT then further reverse transcribes using the TS oligo as a  
template, which adds another primer at the 3′ end of the cDNA.  
Using the two known adapter sequences, the library is amplified.

dUTP second strand. This procedure also starts from shearing the 
mRNA. mRNA is reverse transcribed using a random primer to generate 
the first strand. Instead of dTTP, dUTP is used to generated the second 
strand. The double stranded DNA is made into a library using Y-shape 
adapters (Fig. 3). Because the second strand contains uridine bases, 
it can be removed by the uridine-specific excision reagent enzyme. 
Because the Y-shape adapter introduces different adapter sequences at 
the 5′ and 3′ ends, the directionality can be determined retrospectively.
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Figure 3 Three widely used protocols for strand-specific RNA sequencing 
library preparation. (a) The RNA ligation protocol sequentially adds two 
different adapters at the 5′ and 3′ ends of fragmented RNA. (b) The SMART 
protocol adds a 5′ adapter using a template-switching oligonucleotide (TS 
oligo). (c) The dUTP second-strand protocol adds dUTP when generating the 
second strand from cDNA to selectively digest the second strand after library 
preparation with Y-shaped adapters.
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5-hmU, 5-fC and 5-caC are readily recognized and cleaved by thymine- 
DNA glycosylase (TDG) to generate abasic sites, which are then 
repaired back to unmodified cytosine74,78. Unlike histone modi-
fications, which are well conserved from yeasts to humans, DNA 
methylation shows striking diversity in regulatory mechanisms and 
genome-wide profiles among various organisms79. Even within meta-
zoan species, genome-wide DNA methylation profiles are radically 
diverse: flies have no detectable cytosine methylation, whereas humans 
have the most cytosines methylated in the CpG context. The biological 
function of DNA modifications remains elusive. Contrary to the com-
mon view that it functions as a suppressor, methylation of promoter 
DNA is neither sufficient nor necessary for suppressing expression 
but rather is important in maintaining the state of transcriptional  
suppression80–84. DNA methylation recruits DNA methylation binding 
domain (MBD) proteins, which then recruit histone deacetylases to 
suppress gene expression85. Thus, promoter methylation is suggested 
to serve as a stable marking to allow suppression of nearby genes. The 
function of gene-body or enhancer methylation in neurons is even less 
understood. A genome-wide study reported that DNA methylation 
in enhancer regions is negatively correlated with enhancer activity,  
recapitulating the effect of promoter methylation86. Gene-body meth-
ylation has been suggested to enhance gene expression by repelling 
the binding of the polycomb repressive complex or suppressing 
spurious transcription start sites, which compete with the authentic 
promoter87,88; however, in neurons gene-body methylation is anti-
correlated with gene expression6.

DNA methylation is crucial for mammalian brain development and 
function and is highly dynamic in mature neurons89. Postmitotic neu-
rons express DNA methyltransferase-3A (Dnmt3a), and Tet enzymes, 
even though neurons do not divide and transfer methyl groups to 
new substrate. Neurons contain high levels of methylcytosine in CpH 
contexts (H represents A, C and T), as well as 5-hmC. The presence 

of CpH methylation suggests DNA de novo methyltransferase activity  
by Dnmt3a15, and 5-hmC suggests Tet enzyme activity72,90. DNA 
methylation in the brain is altered upon neuronal activity, contextual 
learning or drug addiction6–8,91–93. Alteration of DNA methylation is 
not just an epiphenomenon, but a crucial regulatory mechanism for 
brain functions, such as learning and memory94. There are a number 
of assays to achieve genome-wide profiles of DNA methylation, each 
with strengths and weaknesses.

Whole-genome bisulfite sequencing (WGBS). Bisulfite sequencing 
uses a chemical reaction of nucleophilic addition of bisulfite group to 
the carbon-6 position, followed by hydrolytic deamination and desul-
fonation, which generates uracil from cytosine95,96 (Figs. 2h and 4). 
Because the nucleophilic attack of bisulfite ions is not as efficient with 
an electron donating group, such as a methyl group or hydroxymethyl 
group at the carbon-5 position, 5-mC and 5-hmC do not undergo 
sulfonation, and thus remain unchanged97–99. In contrast, 5-fC and  
5-caC have electron withdrawing groups and undergo sulfonation and 
deamination by bisulfite reaction100. Thus, bisulfite conversion leaves 
5-mC and 5-hmC unaffected and recognized as C (unmodified cyto-
sine), whereas C, 5-fC and 5-caC are converted to uracil and recog-
nized as T in the sequencing reaction (Fig. 4b). It is worth noting that 
in bisulfite sequencing results, regardless of whether they are from 
WGBS or locus-specific Sanger sequencing, bisulfite unconverted 
bases are in fact 5-mC and 5-hmC combined. Selective detection of 
5-hmC is possible with additional steps before bisulfite reaction. One 
example is Tet-assisted bisulfite sequencing (TAB-seq)101,102. After 
selectively protecting 5-hmC by glycosylation, purified Tet enzymes 
can oxidize 5-mC in vitro to 5-fC and 5-caC, leaving glycosylated  
5-hmC unaffected. Upon bisulfite conversion, only 5-hmC is read as  
C by DNA polymerase, whereas C, 5-mC, 5-fC and 5-caC are read as  
T by DNA polymerase in sequencing reaction (Fig. 4b). When performing  
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Figure 4 Bisulfite sequencing. (a) Cytosine modifications occur at the 5-carbon position of the cytosine base. Because the 5-carbon is not involved in base 
pairing, all four modifications do not affect the interaction with a guanine base. Bisulfite-induced deamination comprises three steps: (1) sulfonation,  
(2) deamination and (3) desulfonation. Sulfonation is an addition of a sulfonyl group to the 4-carbon position of a cytosine base. Sulfonation is efficient for C,  
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is facilitated at high pH. C, 5-fC and 5-caC go through the bisulfite reaction and deamination and so pair with adenine bases after bisulfite conversion. 
However, 5-mC and 5-hmC do not go through the bisulfite reaction so still pair with guanine bases after bisulfite conversion. (b) Because sequencing uses 
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reaction. RNA bait complementary to regions of interest can be used for target-enrichment bisulfite sequencing. Target enrichment is done after denaturing 
of the library and before the bisulfite reaction.
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WGBS or TAB-seq, the DNA library is generated before bisulfite  
conversion (in the case of TAB-seq, after Tet-assisted oxidation and 
before bisulfite conversion), using fully methylated adapters (Fig. 4c). 
The following bisulfite reaction converts only the DNA insert, leaving 
methylated adapters unaffected, thus the bisulfite-converted library 
can go through amplification and sequencing. There are many dif-
ficulties and caveats for genome-wide 5-mC or 5-hmC profiling. First, 
the required amount of sequencing for reasonable coverage is much 
higher than for other NGS applications. For example, the amount of 
sequencing to achieve tenfold coverage is 30 billion bases for human 
genome. Tenfold coverage, however, is often not enough to detect 
small differences, as a unit of variability for tenfold coverage sequenc-
ing data is 10%. Second, mapping is challenging because of increased 
ambiguity: T from sequencing read can come from either a T or from 
a bisulfite-converted C. Sequencing reads from genomic regions with 
low complexity often become impossible to map, thus necessitating 
even greater depth for WGBS. Third, the amount of data for the whole 
genome is very large and more difficult to handle3.

Reduced representation bisulfite sequencing (RRBS). RRBS is a way 
of enriching CpG-rich regions of the genome103. The genomic DNA 
is first digested with the restriction enzyme MspI, which cuts CCGG 
sequences regardless of the methylation status of the central CpG. The 
library is generated using fully methylated adapters and then bisulfite 
converted. Short inserts are eliminated during the DNA-purification 
step, and the DNA library with long inserts is not as efficiently ampli-
fied during library amplification and cluster generation at sequenc-
ing104. As a result, RRBS preferentially queries the methylation status 
of genomic regions where the density of CCGG sites is relatively 
high (one CCGG site in every 40–220 bp), whereas the average is 
1,745 bp between CCGG sites in humans105. CpG islands by defini-
tion have higher frequency of CpG dinucleotides, and thus a higher 
chance of having more CCGG sites than the average genome. Indeed, 
RRBS preferentially profiles CpG islands and promoter regions with 
high coverage. Using RRBS, 10 million reads is enough to profile 
60% of promoters with >100-fold coverage, whereas WGBS requires  
300 million reads to achieve 10-fold coverage. The promoters, however,  

are not the primary regions where methylation varies. Genome-wide 
studies show that tissue-specific differentially methylated regions 
are primarily located at distal regulatory regions106. Regions where 
methylation changes occur during reprogramming, upon differen-
tiation or owing to tumorigenesis are also primarily located at distal 
regulatory regions or CpG island shores out of CpG islands80,107,108. 
Moreover, activity-dependent methylation changes in the brain hap-
pen primarily in regions outside of promoters6. These differentially 
methylated regions have a moderate frequency of CpG dinucleotides 
and moderate levels of methylation. RRBS covers around 25% of CpG 
island shores and around 20% of H3K4me2 regions, which mark  
promoters and enhancers109.

Targeted bisulfite sequencing. To include important distal regula-
tory regions but reduce the sequencing cost, one can capture potential 
regulatory regions to perform targeted bisulfite sequencing. The most 
widely used approach for bisulfite target enrichment is to capture 
DNA with RNA probes that are complementary to the regions of 
interest110 (Fig. 4c). Capturing is done after library preparation with 
fully methylated adapters and before bisulfite conversion. Predefined 
sets of RNA probes are commercially available, and one can add cus-
tomized RNA probes targeting regions of interest. Capture-based  
bisulfite sequencing generates single-base resolution methylation maps  
of regions of interest. Although commercial kits for target enrichment 
contain most known promoters, CpG shores and potential distal regu-
latory regions, it is not always possible to correctly guess important 
regions dispersed throughout genome, particularly considering that 
the DNA regulatory element map is far from being complete.

Affinity enrichment. In contrast to the above-described approaches 
that generate methylation maps with single-base resolution, affinity-
enrichment methods are based on target region enrichment of short 
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Figure 5 Overview of NGS technology using Illumina technology as an 
example. (a) The library is composed of fragments of double-stranded 
DNA that can be recognized by the NGS sequencer. DNA to be sequenced 
is flanked by adapter sequences. The DNA to be sequenced should first 
be fragmented down to 200–600 bp, and fragment ends should be 
enzymatically blunted. A 3′ dA tail is then added using DNA polymerase 
without 3′–5′ exonuclease activity. dA tailing prevents concatemerization of 
DNA fragments and allows the use of a dT-tailed adapter, which minimizes 
adapter dimer formation. A Y-shaped adapter is then ligated using A-T base 
pairing, and the correctly ligated libraries are amplified. (b) The 5′ end  
of the Y-shaped adapter contains a phosphate group and the 3′ end  
contains dT. Phosphorothioate bonds provide resistance to nuclease.  
(c) Cluster generation on the surface of the flow cell. (1) Denatured libraries 
are annealed to the short oligonucleotides on the surface of the flow cell. 
The distance between DNA molecules should be long enough to prevent 
overlapping clusters. (2) Bridging amplification generates clusters.  
(3) One strand from the double-strand DNA library is cleaved and washed 
out for unidirectional sequencing. (d) Primers for inserts are annealed for 
the sequencing of the insert DNA. In each sequencing cycle, protected and 
fluorescently labeled A, T, G and C bases are applied. After the addition of 
each nucleotide, the sequencing reaction is stopped, and the image is taken. 
Because the newly added nucleotides within each cluster are identical, the 
signal is high enough to be detected by a light sensor. After the image is 
taken the protection group and the fluorescent molecules are removed.  
(e) When the first-strand sequencing reaction is finished, the synthesized 
strand is removed and the process is repeated for the opposite strand. 
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reads containing specific modifications, similarly to ChIP-seq. DNA 
is fragmented into small pieces, and the size of the DNA fragment 
determines the resolution of the assay. The specific modification of 
interest is pulled down with antibodies to specific DNA modifications, 
high-affinity binding proteins or chemical capture methods13,100,111. 
Captured fragments, which contain a higher amount of the DNA 
modification of interest, are then made into libraries and sequenced. 
Regions of the genome with higher enrichment of sequencing reads 
are considered regions with increased modification. Although affinity 
enrichment is economical and can distinguish among different DNA 
modifications, it is difficult to appreciate small differences between 
samples, owing to the inherently qualitative nature of affinity enrich-
ment. Moreover, affinity enrichment is less sensitive for regions with 
low density of target DNA modifications.

Illumina Infinium HumanMethylation450 Array (450k). Despite 
relying on microarray technology, 450k generates a single-base-
 resolution methylation map for selected loci of the human genome. 
Probes on the microarray target specific CpG sites of interest after 
bisulfite reaction. After addition of one fluorescently labeled nucleo-
tide, the detector measures fluorescence intensity to calculate the  
methylation level. Although it is available only for human samples  
and for restricted targets, it is widely used, especially in the clinical 
field, owing to its low cost.

Detecting protein-DNA interactions
DNA-binding proteins include histones, RNA transcription machin-
ery and transcription factors. Although there are known DNA motifs 
for >100 transcription factors, motifs of 5–15 nucleotides are far from 
explaining the cell type– or state-specific transcription factor binding  
sites and transcription in vivo112. There are also non–sequence-specific  
DNA binding proteins, such as nucleosome remodelers or RNA 
polymerase complex. Thus, protein-DNA interactions should be 
assayed in each cell type and cellular state of interest. The most popular 
approach to detect the genomic location of protein-DNA interaction is 
through ChIP (Fig. 2k). ChIP depends on the ability of formaldehyde to 
reversibly cross-link nitrogen atoms in nucleotide bases and side chains 
of amino acids (primarily lysine and arginine)113. Because the size of 
the formaldehyde molecule is small, the distance that it can cross-link 
is about 2 Å, so it captures only the direct interaction between protein 
and DNA or RNA113. Cross-linked DNA has to be fragmented, often 
with a sonicator, and pulled down by antibodies to proteins of interest.  
ChIP was first applied to determine locus-specific binding, using 
Southern blot or qPCR, one locus at a time114. Genome-wide profiles 
of protein-DNA interactions were initially achieved by ChIP followed 
by microarray (ChIP-chip)115 and later by ChIP-seq116,117. ChIP-seq 
has since been adapted for numerous assays and is a major con-
tributor of data in the ENCODE project, with hundreds of ChIP-seq  
data sets for more than 300 cell or tissue types in four different organisms  
(Drosophila melanogaster, Caenorhabditis elegans, mouse and human) 
that are publicly available (http://genome.ucsc.edu/ENCODE/dataMa-
trix/encodeChipMatrixHuman.html and http://genome.ucsc.edu/
ENCODE/dataMatrix/encodeChipMatrixMouse.html for human 
and mouse, respectively).

One major limitation of conventional cross-link–sonication ChIP-
seq is its low resolution118. The resolution of ChIP-seq is determined 
by fragmentation of DNA and is often hundreds of base pairs. The 
actual transcription factor binding sites are often an order of magni-
tude shorter. There are a few ways to enhance the resolution of ChIP-
seq. First, MNase digestion of chromatin enables one to specifically 
digest unbound DNA and achieve a high-resolution map of histone 

modification or transcription factor binding sites119. MNase is a non-
specific endo- and exonuclease with minimal sequence preference120. 
Because MNase digestion is an enzymatic process, cross-linking  
is often not required, which further prevents epitope disruption. 
Second, using lambda exonuclease, after cross-linking and sonica-
tion, one can achieve single-base resolution of the protein-DNA 
interaction profile121. Lambda exonuclease is a highly processive  
enzyme that digests single-stranded DNA in the 5′–3′ direction. After 
cross-linking and sonication, the lambda exonuclease digests from 
the 5′ end to the DNA-protein cross-link point. Thus, the 5′ end  
of the resulting single-stranded DNA fragment is where the actual 
DNA-protein cross-link occurred.

As opposed to ChIP-seq, DNase-seq and formaldehyde-assisted 
isolation of regulatory elements (FAIRE)-seq provide a genome-wide 
map of open chromatin structure (Fig. 2i). Because they enable inves-
tigators to locate all the active DNA regulatory elements, DNase-seq 
or FAIRE-seq are becoming more popular. DNase I is a nonspecific 
endonuclease that cleaves accessible genomic regions. As opposed to 
MNase with exonuclease activity, DNase I cleaves the accessible loca-
tion of genomic DNA and leaves the cleaved ends intact. This property 
of DNase I has allowed it to be used for identifying open chroma-
tin associated with cis-regulatory elements of the genome122,123.  
DNase-seq can reveal genomic regions occupied by any transcription 
factor. Studies from ENCODE consortium reported that DNase-seq 
signal with transcription factor binding motifs accurately predict 
experimental ChIP-seq signal124. One potential application for 
DNase-seq is DNase footprinting. Although DNase I preferentially 
cleaves within open chromatin regions of the genome, the exact 
genomic locations where transcription factors reside are protected 
and thus have lower coverage in sequencing results. With enough 
coverage, DNase-seq data can locate transcription factor binding 
sites within open chromatin at single-base resolution. However, a 
recent study argued that a large proportion of transcription factor  
footprinting is an artifact of the sequence specificity of DNase I, so 
caution must be taken when interpreting DNase footprinting data125. 
Depending on the protocol, DNase-seq generates libraries from  
single- or double-hit fragments of DNA126,127. Short DNA fragments  
with double hits are size selected and directly generated into the 
library. In contrast, single-hit DNA cleavage sites are ligated with 
adapters containing type IIs restriction enzyme recognition sites, so 
that short DNA is liberated by restriction enzyme digestion. The key 
for DNase-seq is accurate titration of the DNase I digestion condition 
through monitoring the enrichment of known regulatory regions by 
qPCR. FAIRE-seq is an independent way to achieve genome-wide 
distribution of active regulatory elements. Because nucleosome dis-
ruption is a hallmark of active regulatory chromatin, FAIRE-seq 
uses formaldehyde to selectively cross-link nucleosome-associated 
regions of DNA128. After sonication and phenol-chloroform extrac-
tion, only DNA fragments that are not associated with nucleosome 
are dissolved in the aqueous phase. Owing to its relative simplicity, 
FAIRE-seq is becoming more widely used. Data generated by the two 
methods are largely overlapping but still differ in important ways129. 
For example, the methods overlap at most transcription start sites, as 
well as enhancers, but DNase-seq is biased toward promoters, whereas 
FAIRE-seq preferentially finds enhancers129.

DNase-seq and FAIRE-seq have drawbacks. First, although DNase-
seq and FAIRE-seq can profile active regulatory DNA elements, they 
cannot provide information about whether DNA elements are enhanc-
ers, promoters or insulators. The characterization of DNA elements 
can be achieved only by ChIP-seq for specific transcription factors. 
Second, although DNase-seq and FAIRE-seq reveal activity of given 
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elements, there is no information about which gene is connected 
to the activity of distal regulatory DNA elements. The regulatory  
elements are not always associated with the closest gene and indeed 
often regulate remote promoters in complex combinations130,131. The 
physical connection between two genomic regions can provide insight 
for functional connections between two loci of genome.

Chromatin 3D interaction
Long-range, 3D DNA interactions can be assayed by chromatin inter-
action assays, namely chromatin locus-specific chromosome confor-
mation capture (3C) and its derivatives, such as 3C-on-chip (4C), 
3C carbon copy (5C), Hi-C, and chromatin interaction analysis by 
paired-end tag sequencing (ChIA-PET)132–136 (Fig. 2f). All chromatin- 
capture assays use proximity ligation after cross-linking. 3C, 4C and 5C 
can reveal 3D DNA interactions among two or more targeted regions, 
which make them relatively low throughput, although 5C reveals the 
interactome among thousands of loci135. HiC uses NGS to provide 
an unbiased interaction map of any genomic regions. By contrast, 
Chia-PET specifically shows the interaction map mediated by certain 
transcription factors through a specific antibody pulldown step after 
proximity ligation. Currently, there is no genome-wide chromatin 3D 
interaction map for mammalian brains. Future efforts should pro-
vide better insight in the functional connections between epigenetic 
changes at distal regulatory regions and changes in gene expression. 
Certain regions of the genome are located in close proximity to nuclear 
lamina. These nuclear lamina-associated domains (LADs) have dis-
tinct chromatin features and transcriptional activity and are develop-
mentally tightly regulated. LAD can be assayed using DNA adenine 
methyltransferase identification137 (DamID) (Fig. 2a). DamID uses 
bacterial adenine methyltransferase genetically introduced into lamin 
B1 to label DNA proximal to nuclear lamina, which is then pulled 
down by specific antibodies to N6-methyladenine.

Demystifying NGS technologies
Current NGS technologies use clever tricks and ingenious tech-
nologies to run millions of sequencing reactions on a solid surface. 
Unlike conventional Sanger sequencing, which reads the sequence 
after synthesizing DNA, NGS detects the sequences while synthesiz-
ing DNA. NGS normally consists of two steps: generating clusters 
of identical single-stranded DNA molecules on small spots of flow-
cell surface or on microbeads by PCR amplification; and detecting 
the signals from each cluster while adding nucleotides (Fig. 5 and 
Box 2). Although the first step—cluster generation—is crucial for 
NGS technologies to amplify signals from each nucleotide addition  
to detectable level, there are technologies already available to  
circumvent the clustering step by achieving high-enough sensitivity 
to detect single molecular reactions. Each sequencing approach has 
benefits and drawbacks (Box 3).

Emerging sequencing technologies relevant to neuroscience
NGS-related technologies are evolving rapidly in two key aspects. 
First, the power of sequencing machines is rapidly increasing in 
terms of throughput, speed and read length. Second, new assays are  
emerging to probe novel aspects of epigenome or transcriptome.

Allele-specific combinatory epigenetic signatures. Most epigenome 
or transcriptome information describes a correlation between two or 
more features in the genome. However, it is still not clear whether the 
occurrence of two epigenomic or transcriptomic features at the same 
genomic region is actually on the same allele or even within the same 
cells. For example, it will be interesting to know whether the bivalent 

region of H3K4me3 and H3K27me3 modifications actually occur on 
the same histone molecules or if promoter DNA methylation actually 
suppresses nearby gene expression at the same allele. A recent study 
suggested that nucleosomes at bivalent domains have H3K4me3 and 
H3K27me3 on the opposite tails but not at the same tail138. It is often 
difficult, however, to study the enrichment of two epigenetic marks 
because each step of ChIP is accompanied by large sample loss. There 
are a few studies that performed ChIP-bisulfite sequencing to query 
the methylation status of protein-bound DNA13,139,140. We expect to 
see many more such studies in the future.

Single-cell analysis of genomic DNA, transcriptome and epig-
enome. As we discuss above, circumventing cellular heterogeneity 
is one of the major issues for NGS-related tools in neuroscience. 

Box 2 Library and sequencing scheme 

Next-generation sequencing (NGS) starts from generating a library, 
which is a collection of DNA fragments that the sequencer can recog-
nize. An NGS library consists of short double-stranded DNA of interest, 
flanked by ligated adapters, with or without barcode sequences. Here 
we describe the process of NGS, from sample preparation and library 
generation to the sequencing reaction, using Illumina sequencing as an 
example.

Sample preparation. Samples can be prepared from genomic DNA, 
mRNA, chromatin immunoprecipitation (ChIP) DNA or DNA from any 
other application. In all cases, samples should be 200–600 bp of  
double-stranded DNA145. Many applications—including ChIP for 
histone marks or transcription factor profiling, MNase digestion for 
nucleosome profiling, DNase I digestion for DNase I hypersensitive–sites 
sequencing (DNase-seq) and MspI digestion for reduced-representation 
bisulfite sequencing, generate fragmented DNA molecules, in which 
case further fragmentation is not necessary. For some applications, 
including genomic DNA sequencing, RNA sequencing or whole-genome 
bisulfite sequencing, fragmentation of the input DNA is required. 
Fragmentation is most commonly done by sonication, for DNA, or by 
divalent metal ion–induced fragmentation, for RNA. In the case of RNA, 
fragmented RNA should be reverse transcribed and then converted to 
double-stranded DNA (Box 1 and Fig. 3). Because fragmented DNA 
often has overhangs, they should be repaired to blunt ends before the 
addition of one adenine for adapter ligation.

Library preparation. Once the appropriate size of double-stranded DNA 
is achieved, adapters should be added to the each end. Illumina uses a 
Y-shaped adapter to preserve the directionality of each single-stranded 
DNA (ssDNA), and to allow amplified DNA on the flow cell to be 
unidirectional (Fig. 5a,b). One or both strands of the adapters contain 
barcode sequences, which allow multiplexing of multiple libraries into 
one lane of sequencing run.

Cluster formation. When DNA libraries are annealed to the short  
oligomers on the surface, they undergo bridging amplification to form 
clusters of ssDNA with both upward and downward directions. Once the 
amplification is over, one of the two directions of ssDNA is cleaved and 
removed (Fig. 5c).

Sequencing by synthesis. First, the primer for the index is annealed and 
the index is sequenced. After the newly generated ssDNA on the index 
is washed out, primers for the insert are annealed and the insert is 
sequenced. When sequencing is done, the synthesized DNA is washed 
out. For paired-end sequencing, bridging amplification is performed 
once more, this time cleaving and removing ssDNA in the other  
direction (Fig. 5d,e). A primer for the insert is annealed, and the insert 
is sequenced. The sequencing results are first stored as image files, 
which are later converted to FASTQ files containing base information 
and quality scores of each base3.
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Single-cell NGS assays are necessary to associate epigenomic or 
transcriptomic data with single-cell–level electrophysiological or 
morphological neuronal properties. Currently available single-
cell NGS assays include mRNA sequencing, genome sequencing, 
RRBS and HiC. The inherent problem in most single-cell studies 
is the potential bias introduced by heavy amplifications. Genomic 
sequencing is carried out after whole-genome amplification by 
Phi29 DNA polymerase, which has exceptional strand-displace-
ment activity and processivity141. Whole genomes can be ampli-
fied with minimal bias using Phi29 DNA polymerase with random 
primers, even from single cells142. mRNA amplification, by con-
trast, has to be more robust in maintaining relative amounts even 
after a large number of amplification rounds. Recently, investigators 
introduced ‘Smart-seq’, in which two adapter sequences are added at 
both ends of cDNA by the template-switching activity of Moloney 
murine leukemia virus (MMLV) reverse transcriptase before multi-
ple rounds of amplification30. The amplification bias of Smart-seq is 
much lower than the previous poly(A) addition technology143, and 
the method is relatively easy to perform. Recently, single-cell RRBS 
and Hi-C became feasible34,35, but single-cell ChIP-seq, DNase-seq 
and FAIRE-seq have not yet. It would be informative to achieve more 
than two forms of sequencing information simultaneously—such as 
the DNA methylome and the transcriptome from the same cells. The 
subcellular location of RNA is also important information, especially 

in neurons. In a recent report, intracellular reverse transcription 
and cluster formation followed by ligation-mediated fluorescence 
in situ RAN sequencing (FISSEQ) enabled RNA-seq of whole RNA 
molecules with their intracellular localization144 (Fig. 2b). Although 
the current technology preferentially shows the sequence of rRNA, 
this in vivo sequencing has great potential, especially in the neuro-
science field.

Conclusion
In less than a decade, NGS has changed the way and scale at which 
biology is studied. Many new tools are now available to characterize 
cells at the genome-wide level, including their DNA modifications, 
histone modifications, transcription factor binding, chromatin 3D 
interactions, accessible chromatin, the RNA transcriptome and many 
more. More and more new assays are becoming available, and NGS 
itself is rapidly evolving. The rate increase in power and efficiency 
of NGS is far ahead of what would be predicted from maxims such 
as Moore’s law. This revolutionary change benefits the entire field of 
biology, including neuroscience. The nervous system is one of the 
most complex systems in nature, and neuroepigenetics is emerging 
as a field in its own right. Along with high-throughput brain-network 
studies, NGS can be a major driving force in catalyzing a paradigm 
shift in the understanding of brain function and dysfunction in the 
years to come.

Box 3 Basic principles of leading sequencing technologies 
Illumina HiSeq X, HiSeq 2500, NextSeq 500 and MiSeq. Illumina sequencers are currently the most widely used sequencing platform in the next-
generation sequencing (NGS) field. Illumina uses flow-cell surface for clustering DNA through ‘bridging amplification’, which generates clusters with 
millions of identical, single-stranded (ss), surface-attached DNA molecules145,146 (Fig. 5c). After primer annealing, fluorescently labeled dATP, dGTP, 
dCTP and dTTP are added to the 3′ end of the primer according to the complementary base of the template strand (Fig. 5d). The fluorescently labeled 
nucleotides are chemically protected at the 3′ hydroxyl group, which prevents the addition of more than a single nucleotide per cycle. The camera then 
takes a picture of the flow cell to detect the fluorescence from the last incorporated nucleotide of each cluster. The 3′ hydroxyl protection group as  
well as the fluorophore is enzymatically cleaved to proceed to the next cycle of the sequencing reaction. This stepwise addition of sequencing  
reactions is desirable when sequencing homopolymer (repeating stretch of one kind of nucleotide), which is generally problematic for other sequencing 
platforms147. In addition, the throughput of Illumina sequencers per sequencing run is 10–100 times higher than that of other sequencing platforms. 
Paired-end sequencing capabilities are also well established, and these can compensate for the shorter read length and offer increased accuracy by 
reading the same DNA template twice. The potential problem of Illumina sequencing technology is that the accumulation of uncleaved fluorophores or 
protection groups from each step can induce high noise and increase substitution errors in the later sequencing cycles.

Life Technologies Ion Torrent and Ion Proton ion semiconductor sequencers. Ion semiconductor sequencers use emulsion PCR to clonally amplify DNA 
library fragments on the surface of microbeads. The beads are then placed in microwells, which can measure small changes in pH during incorporation 
of nucleotides. The sequencing reaction is done by sequential addition and washing of unmodified dATP, dGTP, dCTP and dTTP so that only  
complementary bases at the 3′ end of growing DNA strand can be incorporated. The small pH change due to the liberated pyrophosphate ion during 
DNA polymerization is measured and converted to the nucleotide. When there is a stretch of the same nucleotide, multiple nucleotides can be  
incorporated at a single step, and pH change is proportional to the number of bases. Because the ion semiconductor sequencer processes the  
sequencing reaction with simple addition and washing of nucleotides, the speed of the sequencing run is much faster than with other sequencing 
technologies. The major problem is the low performance at homopolymers with more than eight bases.

Pacific Biosciences PacBio RS II single-molecule, real-time sequencer. The single-molecule, real-time (SMRT) sequencer sequences from a single 
molecule and thus does not require cluster generation. Single DNA polymerase (Phi29) is attached on the bottom of zeptoliter-sized (10−21 l) chambers 
and polymerizes complementary DNA to template ssDNA148. Fluorescently labeled dATP, dGTP, dCTP and dTTP are added to the liquid phase, and 
only complementary nucleotides are incorporated to the 3′ end of growing DNA. When a nucleotide is incorporated to the 3′ end of growing DNA, the 
fluorescent molecule at the end of phosphate group leaves the chamber. Although any fluorescently labeled nucleotides can freely get in and  
out of the chamber, only the incorporated one will stay substantially longer, close to the bottom of the chamber during the enzymatic nucleotide  
incorporation step. The detector on the bottom of the device will detect the fluorescence and call the base according to the color of the fluorescence  
it detects. Because the SMRT sequencer does not halt the natural polymerization reaction, the sequencing is very fast, and read length is  
substantially longer than that of other NGS platforms. A drawback of the SMRT sequencer is its low accuracy—it has error rates >10%.  
The smaller throughput can also be problematic, as most epigenetic assays require a large number of reads with a short read length precise  
enough to locate where the reads are from.

Oxford Nanopore Technologies MinION. The Oxford Nanopore MinION is also a single-molecule, real-time sequencer that sequences by measuring 
electric current changes of small pores as ssDNA molecules pass through them149. When DNA molecules pass through the pores, which can pass only 
ssDNA molecules, the resulting change in ion current through each nanopore is measured in real time by the detector. A, T, G and C as well as modi-
fied cytosines each have a distinct size and affect the ion current differently. This technology is very promising but is at a very early stage. At present, 
sequencing results contain systemic errors revealed in a test trial150.
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