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Abstract

The ATPases associated with diverse cellular activities (AAA+) is a large superfamily of
proteins involved in a broad array of biological processes. Many members of this family
require nucleotide binding to assemble into their final active hexameric form. We have
been studying two example members, Escherichia coli ClpA and ClpB. These two
enzymes are active as hexameric rings that both require nucleotide binding for assem-
bly. Our studies have shown that they both reside in a monomer, dimer, tetramer, and
hexamer equilibrium, and this equilibrium is thermodynamically linked to nucleotide
binding. Moreover, we are finding that the kinetics of the assembly reaction are very
different for the two enzymes. Here, we present our strategy for determining the
self-association constants in the absence of nucleotide to set the stage for the analysis
of nucleotide binding from other experimental approaches including analytical
ultracentrifugation.

1. INTRODUCTION

Determining a binding constant for a protein–ligand interaction is

quite possibly one of the most common experiments in biophysics. Tech-

niques such as ITC, fluorescence titrations, equilibrium dialysis, and many

others are commonly used. Analysis of these data is fairly straightforward if
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the protein of interest does not change its oligomeric state as the free

concentration of the ligand (chemical potential of the ligand) is increased.

However, if the protein does change its oligomeric state as the chemical

potential of the ligand is increased, then the analysis becomes substantially

more complex.

It is important to recall that a binding constant measured using any of the

approaches stated above is an apparent binding constant (Alberty, 2003).

Although we typically write down a binding reaction as an association

between a macromolecule, M, and a ligand, X, as schematized in Eq. (1),

the binding is actually much more complex.

M+XÐ
Kapp

MX (1)

In fact, the interaction also involves the removal of water and/or ions

from the binding pocket as well as from the ligand that is entering the bind-

ing pocket. Although there could be many solution condition components,

including protons, involved in this interaction, an example scheme that rep-

resents only ions and water exchange upon ligand binding is given by

Eq. (1a).

M �Nai
+ � H2Oð Þj +X �Clk� � H2Oð ÞlÐ

K

MX+ iNa+ + kCl� + l H2Oð Þ
(1a)

These exchanges of water and ions with bulk solvent all contribute to the

energetics of the binding interaction. Therefore, the binding equilibrium

constant, Kapp, given in Eq. (1) will exhibit a dependence on solution con-

dition variables such as ion concentration, pH, water concentration. In other

words, the binding constant will be thermodynamically linked to all of the

components involved in the binding reaction. Thus, linkage analysis can be

used to deconvolute the energetics of a “second ligand” (ion, water, protons,

etc.) binding. This is accomplished by determining the apparent equilibrium

constant for X binding M as a function of, for example, salt concentration.

Then, this apparent equilibrium constant can be treated as a signal for a

“second ligand” binding event (water, proton, ions, etc.).

With the above in mind, one can recognize that a ligand binding con-

stant for an assembling system may exhibit a protein concentration depen-

dence. Likewise, a protein–protein interaction constant will exhibit a ligand

concentration dependence for an assembling system. That is to say, the
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binding constants are thermodynamically linked to either the protein con-

centration or ligand concentration.

The ATPases associated with diverse cellular activities (AAA+) is a

large superfamily of proteins involved in a broad array of biological pro-

cesses (Neuwald, Aravind, et al., 1999). Examples include microtubule

severing catalyzed by katanin (Roll-Mecak & McNally, 2010); membrane

fusion involving N-ethylmaleimide-sensitive fusion (NSF) proteins

(Yu, Jahn, & Brunger, 1999); morphogenesis and trafficking of endosomes

by VPs4p (Babst, Sato, Banta, & Emr, 1997); protein disaggregation by

ClpB/Hsp104; and enzyme-catalyzed protein unfolding and translocation

by ClpA or ClpX for ATP-dependent proteolysis (Ogura & Wilkinson,

2001; Sauer & Baker, 2011). Another example is human VCP/p97,

which has been connected to ubiquitin-dependent reactions, but is impli-

cated in an expanding number of physiological processes (Meyer &

Weihl, 2014).

Many of these proteins require nucleoside triphosphate binding to

assemble into their final active hexameric form. Thus, ligand-linked assem-

bly is an integral component of the mechanism driving assembly. For many

of these examples, the oligomers present in solutionwill change as the chem-

ical potential of the ligand (nucleotide) is increased.

Analytical ultracentrifugation is the technique of choice for examining

the energetics of macromolecular assembly. The technique has been used

extensively to do so and a large number of computer applications are avail-

able to aid in the analysis of the experimental results, and these have been

discussed in many places (Cole, 2004; Demeler, Brookes, Wang,

Schirf, & Kim, 2010; Schuck, 1998; Scott, Harding, Rowe, & Royal

Society of Chemistry (Great Britain), 2005; Stafford & Sherwood, 2004).

Moreover, an enormous body of literature exists on the application of this

approach to examine assembling systems (Cole, 1996; Correia & Stafford,

2009; Schuck, 1998, 2003). However, substantially less has been done on

examining ligand-linked assembly problems, but some examples can be

found (Cole, Correia, & Stafford, 2011; Na & Timasheff, 1985a, 1985b;

Streaker, Gupta, & Beckett, 2002; Wong & Lohman, 1995).

Here, we outline our strategy for elucidating the thermodynamic mech-

anism for an assembling system that exists in a complex, dynamic equilib-

rium of monomers, dimers, tetramers, and hexamers. This is being done

in order to set the stage for an examination of the thermodynamic linkage

to the nucleotide-driven hexamer formation for two example AAA+
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macromolecular machines, Escherichia coli ClpA and ClpB. We have

found that both proteins form hexamers and both exist as mixtures of olig-

omeric states both in the presence and absence of nucleotide (Li, Lin, &

Lucius, 2015; Lin & Lucius, 2015; Veronese & Lucius, 2010; Veronese,

Stafford, & Lucius, 2009; Veronese, Rajendar, & Lucius, 2011). This is a

difficult problem to address for a variety of reasons, some of which will

be discussed here. Nevertheless, the number of systems that exhibit

ligand-linked assembly is large and there is a pressing need for a set of strat-

egies and approaches to solve the problem.

Oftentimes, without being able to predict the concentration of each spe-

cies in solution, quantitatively interpreting binding and catalytic data are not

possible. However, solving these problems is needed for more than just

interpretation of in vitro studies. We are finding that the nucleotide binding

affinity of these motor proteins is in the range of 10–100 μM, which is at least

an order of magnitude below the concentration of nucleotide in the cell

(5–10 mM). This indicates that the nucleotide binding sites on these mac-

romolecules would likely be saturated in the cell, and thus, nucleotide is

not likely to be a regulatory molecule. On the other hand, the concentration

of these proteins in the cell (Dougan, Reid, Horwich, & Bukau, 2002;

Farrell, Grossman, & Sauer, 2005; Mogk et al., 1999) have been found to

be similar to their ligand-linked assembly dissociation equilibrium constant,

indicating that the linkage between nucleotide binding and assembly may be

an important regulatory component of their function.

To begin to quantitatively address the linkage of ligand binding to mac-

romolecular assembly, we can start by writing down a partition function,Q,

that represents the sum of all of the macromolecular states for an arbitrary

solution containing monomers (M1), dimers (M2), tetramers (M4), and

hexamers (M6) as follows:

Q¼ M1½ �+ M2½ �+ M4½ �+ M6½ � (2)

We can define self-association equilibrium constants for each thermo-

dynamic state.Here, wewill useL for stoichiometric or overall protein–protein

interaction constants and K for both stepwise protein–protein interaction

constants and for ligand binding constants. For the monomer, dimer, tetramer,

and hexamer system, the following three reactions given by Eqs. (3)–(5) can

define the equilibria

2M1 Ð
L2,0

M2 (3)
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4M1 Ð
L4,0

M4 (4)

6M1 Ð
L6,0

M6 (5)

The three stoichiometric equilibrium constants that result are given by

Eqs. (6)–(8)

L2,0 ¼ M2½ �
M1½ �2 (6)

L4,0 ¼ M4½ �
M1½ �4 (7)

L6,0 ¼ M6½ �
M1½ �6 (8)

where the first subscript represents the oligomeric state and the second sub-

script represents the nucleotide ligation state, in this case the zero represents

no ligand bound. The partition function given in Eq. (2) can be simplified by

algebraically solving Eqs. (6)–(8) for each oligomer and substituting the solu-

tions into Eq. (2) to yield Eq. (9)

Q¼ M1½ �+L2,0 M1½ �2 +L4,0 M1½ �4 +L6,0 M1½ �6 (9)

where the partition function given by Eq. (9) is only a function of the free

monomer concentration and the equilibrium constants for each oligomer

formed. If each of the oligomers can bind ligand, then each term in the par-

tition function will be multiplied by a partition function for binding of

ligand to that particular oligomer to yield Eq. (10)

Q¼ M1½ �P1 +L2,0 M1½ �2P2 +L4,0 M1½ �4P4 +L6,0 M1½ �6P6 (10)

where P1, P2, P4, and P6 represent the partition functions for the binding of

ligand to the monomer, dimer, tetramer, and hexamer, respectively. The

steps for deriving Eq. (10) are straightforward and will not be reproduced

here; for a review, seeWyman &Gill (1990). For simplicity, if the monomer

binds one ligand, X, then the partition function for ligand binding is given

by the sum of all of the monomeric states normalized to the unligated state

given by Eq. (11)

P1¼ M1½ �+ M1X½ �
M1½ � (11)
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If we define an equilibrium constant for nucleotide binding to the

monomer as:

K1,1¼ M1X½ �
M1½ � (12)

where the first subscript represents the oligomeric state and the second sub-

script represents the number of ligands bound. We can simplify Eq. (11) to

be:

P1¼ 1+K1,1 X½ � (13)

If we assume that the monomer has n-independent and identical binding

sites, then the partition function given by Eq. (13) would be expressed as

Eq. (14)

P1¼ 1+K1 X½ �ð Þn1 (14)

where n1 represents the number of binding sites per monomer. If we assume

that each oligomer binds n number of ligands independently and identically,

then the partition function for the entire system is given by

Q¼ M1½ � 1+K1 X½ �ð Þn1 +L2,0 M1½ �2 1 +K2 X½ �ð Þn2 +L4,0 M1½ �4 1 +K4 X½ �ð Þn4
+L6,0 M1½ �6 1 +K6 X½ �ð Þn6

(15)

where n1, n2, n4, and n6 represent the number of binding sites on the mono-

mer, dimer, tetramer, and hexamer, respectively, and K1, K2, K4, and K6

represent the average binding constant for ligand binding to monomers,

dimers, tetramers, and hexamers, respectively, where the average binding

constant has been corrected with statistical factors (Wyman & Gill, 1990).

Since, in this model, all of the binding sites are assumed to be the same, there

is no second subscript on Kx to denote the number of ligands bound.

For any experiment that would seek to examine ligand binding to such a

complex system, whether it be ITC, fluorescence titrations, or some other

approach, the signal is typically proportional to ligand bound divided by total

macromolecule, which is defined as “extent of binding” or X. The impor-

tance of expressing the partition function is that the partition function can

now be used to derive an equation that represents the extent of binding,

ligand bound over total macromolecule, which could be used to analyze

ligand binding data. The extent of binding is given by Eq. (16)

(Wyman & Gill, 1990)
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X½ �Bound
M½ �Total

¼X¼ dQ=d ln X½ �
dQ=d ln M½ � ¼

X½ �
M½ �

dQ=d X½ �
dQ=d M½ � (16)

If the derivatives in Eq. (16) are applied to the partition function given by

Eq. (15), then the extent of binding equation is given by Eq. (17)

X¼
M1½ �n1K1 X½ � 1+K1 X½ �ð Þn1�1

+L2,0 M1½ �2n2K2 X½ � 1+K2 X½ �ð Þn2�1

+L4,0 M1½ �4n4K4 X½ � 1+K4 X½ �ð Þn4�1
+L6,0 M1½ �6n6K6 X½ � 1+K6 X½ �ð Þn6�1

M1½ � 1+K1 X½ �ð Þn1 + 2L2,0 M1½ �2 1 +K2 X½ �ð Þn2 + 4L4,0 M1½ �4 1 +K4 X½ �ð Þn4
+ 6L6,0 M1½ �6 1 +K6 X½ �ð Þn6

:

(17)

Clearly, Eq. (17) would have entirely too many parameters to apply to a

single binding isotherm collected with any technique. However, several

important predictions can be made from inspection of Eq. (17) or from

inspection of the partition function given in Eq. (15). First, these equations

are functions of the self-association constants in the absence of ligands, Ln,0,

the ligand binding constants to each oligomer, Kn, the free monomer con-

centration [M1], and the free ligand concentration [X]. Second, Eq. (17),

tells the experimentalist that there is a need to first define the self-association

equilibrium constants in the absence of nucleotide, Ln,0. Third, unlike bind-

ing isotherms for simple systems, a binding system that is linked to macro-

molecular assembly will exhibit a dependence on the free protein

concentration. This tells the experimentalist that binding studies will have

to be executed over a range of protein concentrations.

Figure 1 shows a series of isotherms simulated using Eq. (17) with several

different total macromolecule concentrations ranging from 1 to 10 μM. In this

example,L2,0¼1�104 M�1,L4,0¼1�1014 M�3, andL6,0¼1�1024 M�5,

each monomer is considered to bind one ligand so that n1¼1, n2¼2, n4¼4,

and n6¼6, the ligand binding constants for the monomers through tetramers

are all identical so thatK1¼K2¼K4¼1�105 M�1 and the hexamer binding

constant is an order of magnitude tighter, K6¼1�106 M�1.

The most salient feature of the binding isotherms shown in Fig. 1 is that

there is a shift of the midpoint to lower free ligand concentration as the mac-

romolecule concentration increases.This is the consequence of the fact that as

themacromolecule concentration increases, there is a corresponding increase

in the concentration of hexamers. This observation is general because the

thermodynamic driving force for an assembly reaction is the chemical poten-

tial of the free monomer. Thus, there will always be an increase in the
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population of higher-order oligomerswith increasing protein concentration.

The apparent increase in ligand binding affinity as the macromolecule con-

centration is increased is because the ligandbinds to thehexamerwith an affin-

ity constant one order of magnitude tighter than the other oligomers.

When examining ligand binding to a macromolecule, it is always advis-

able to performmultiple titrations at several total macromolecule concentra-

tions (Lohman & Mascotti, 1992). If such a strategy is invoked and an

apparent change in the affinity constant is observed as a function of macro-

molecule concentration, then this would be the first indicator that a ligand-

linked assembly process is occurring.

2. DETERMINATION OF Ln,0 FOR AN ASSEMBLING
SYSTEM

If assembly is suspected from an experiment such as that illustrated by

Fig. 1, then Eq. (17) suggests that the first objective would be to determine
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Figure 1 Predicted binding isotherms from Eq. (17) with L2,0¼1�104 M�1,
L4,0¼1�1014 M�3, and L6,0¼1�1024 M�5, each monomer is considered to bind one
ligand so that n1¼1, n2¼2, n4¼4, and n6¼6, the ligand binding constants for the
monomers through tetramers are all identical so that K1¼K2¼K4¼1�105 M�1 and
the hexamer binding constant is an order of magnitude tighter, K6¼1�106 M�1.
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the self-association equilibrium constants in the absence of any ligand, Ln,0,

so that this parameter could be constrained in the examination of the titration

curves. To determine Ln,0, we perform sedimentation velocity experiments

over a range of protein concentrations.

Sedimentation velocity has been our experiment of choice over sedi-

mentation equilibrium. This is because we have found that the nucleotide

bound hexamers are not stable over the timescale required for sedimentation

equilibrium, which is often several days. In contrast to a sedimentation equi-

librium experiment, a sufficient number of sedimentation boundaries can be

collected within 2–3 h in a sedimentation velocity experiment. Further,

deconvoluting three or more species from exponential fitting performed

on sedimentation equilibrium boundaries can be difficult.

Naturally, one would not know the self-association equilibrium

constants, so knowing what concentrations to examine will not be initially

certain. However, if a series of isotherms were collected like those shown in

Fig. 1, one could judge that the assembly state is making a transition over the

range of 1–10 μM and this would be a reasonable starting point.

3. GLOBAL FITTING OF SEDIMENTATION VELOCITY
DATA AS A FUNCTION OF PROTEIN CONCENTRATION
KINETIC CONSIDERATIONS

Sedimentation velocity data are potentially sensitive to the assembly

kinetics if the dissociation rate constants for the species are in the range of

10�2–10�5 s�1 (Correia, Alday, Sherwood, & Stafford, 2009; Dam,

Velikovsky, Mariuzza, Urbanke, & Schuck, 2005; Demeler et al., 2010;

Stafford & Sherwood, 2004). Consequently, there are two ways to globally

analyze sedimentation velocity data. The first is to assume that the system is

always at thermodynamic equilibrium. This assumption holds if the dissoci-

ation rate constants are faster than 10�2 s�1. The second is that the dissoci-

ation rate constant is found to be within or slower than the empirical range

10�2–10�5 s�1. If the dissociation rate constants are within this empirical

range, modeling the reaction kinetics is required. Otherwise, for dissocia-

tions that are slower than 10�5 s�1, the components can be considered as

noninteracting discrete species.

To illustrate the impact of the assembly kinetics, we simulated sedimen-

tation velocity experiments with reverse rate constants of either 1 or

10�6 s�1. Dissociation rate constants of kr¼1 or 10�6 s�1 correspond to

half-lives of 0.7 s and 192 h, respectively. It is not difficult to conclude that

reaction kinetics occurring with these half-lives would be outside of the
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detectable range in a sedimentation velocity experiment since the bound-

aries are typically collected on the minutes timescale. Although one could

enhance the temporal resolution with interference, experiments performed

on only a single cell since these could be collected every 8 s.

To simulate the sedimentation boundaries using SEDANAL, the

concentration of each species needs to be modeled. Here, we will use the

language of the Gibbs phase rule. A component is defined as a chemical

component and a species is made up of products of reactions between the

components. Thus, in an experiment containing a single protein, “M,” that

reacts to form dimers, tetramers, and hexamers, we define “M” as the

component and monomers, dimers, tetramers, and hexamers as species.

Therefore, this is a single component—four-species system.

The first step in the simulation is to relate the total loading concentration

of the protein to the concentration of each species. This is done by writing

down the conservation of mass equation given by Eq. (18)

M1½ �T ¼ M1½ �+2 M2½ �+4 M4½ �+6 M6½ � (18)

where [M1]T is the total monomer concentration, [M1], [M2], [M4], and

[M6] are the equilibrium concentrations of monomers, dimers, tetramers,

and hexamers. The coefficients of 2, 4, and 6 are present because the total

concentration is expressed in monomer units, e.g., 2 monomers in a dimer.

Equation (18) can be expressed in terms of the equilibrium constants given

by Eqs. (6)–(8) and the free monomer concentration, [M1], to yield Eq. (19)

M1½ �T ¼ M1½ �+2L2,0 M1½ �2 + 4L4,0 M1½ �4 + 6L6,0 M1½ �6 (19)

In a sedimentation velocity experiment, there are two stages of equilib-

rium that one needs to consider. Those stages are before the force of

centrifugation is applied and while the force is present. When the force is

present, the equilibrium can be perturbed. However, before the force

is applied, the system should be at equilibrium. This “pre-equilibrium” is

achieved if the experimentalist has given sufficient time for the system to

fully relax to equilibrium after any perturbations, i.e., preparation of samples,

dilutions, temperature equilibration. Thus, if an experiment is intended to

be performed at, for example, [M1]T¼1 μM, then the experimentalist

would make up this solution in some vessel. In that vessel, the system will

distribute itself into free monomers, dimers, tetramers, and hexamers, where

the population of each could be defined by Eq. (19) if the equilibrium con-

stants are known. However, an important control would be to allow this
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sample to incubate for increasing amounts of time before performing the

run. Then, the results could be compared after, for example, a 6 h versus

12 h preincubation time. If the system is at equilibrium, one would expect

to see results that are independent of incubation time. If incubation time-

dependent differences are observed, then the incubation time should be

extended until differences are no longer observed.

To determine the concentration of each species for this system, one needs

to solveEq. (19),which is a sixth-order polynomial in the freemonomer con-

centration. However, the free monomer concentration, [M1], is not known.

What is known to the experimentalist is the total monomer concentration,

[M1]T. Thankfully, numerically solving a polynomial is not a difficult task.

In SEDANAL, the roots of Eq. (19) and thus the concentrations of each

species are determined by numerical methods, specifically the Newton–

Raphson method. In practice, this is achieved in SEDANAL by going to

“preferences” choosing “Control extended,” “Kinetics/equilibrium

control” and under “Initial equilibration” one chooses “No analytic

solution” under the Newton–Raphson column. Again, since this model

requires solving a sixth-order polynomial, there is no analytic solution

and therefore the equation must be solved numerically.

What was just described represents the determination of the concentra-

tion of each species in the reaction vessel before the sample is subjected to the

force of sedimentation. Since there is no force, there is no perturbation of

the equilibrium, and therefore, the concentrations of each species are fixed.

The next task at hand is to define the concentrations of each species upon

application of force. Since, in a sedimentation velocity experiment, the

experimentalist is observing the time-dependent separation of each species,

the experiment is potentially sensitive to the reaction kinetics.

To simulate the sedimentation boundaries, one needs to again determine

the concentration of each species and then model the sedimentation of each

species by passing the determined concentration to the Lamm equation,

which defines the movement of the particle under the force of centrifuga-

tion and back diffusion. For the monomer, dimer, tetramer, and hexamer

reaction, we assume that all species are being formed through bimolecular

interactions defined by the following reactions given by Eqs. (20)–(22)

2M1Ð
kf 2

kr2
M2 (20)

2M2Ð
kf 4

kr4
M4 (21)
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M2 +M4Ð
kf 6

kr6
M6 (22)

where kf,n is the bimolecular association rate constant with units of M�1 s�1

and kr,n is the dissociation rate constant with units of s
�1. We assume that all

species are formed through bimolecular interactions because trimolecular

reactions and above are highly improbable. The equilibrium constants for

the reactions in Eqs. (20)–(22) are given by Eqs. (23)–(25)

K2 ¼ kf 2

kr2
¼ M2½ �

M1½ �2 (23)

K4 ¼ kf 4

kr4
¼ M4½ �

M2½ �2 (24)

K6¼ kf 6

kr6
¼ M6½ �

M2½ � M4½ � (25)

It is important to note that if the system is an equilibrium system, then the

stepwise equilibrium constants given by Eqs. (23)–(25) can be related to the

stoichiometric interaction constants given by Eqs. (6)–(8) as follows:

L2,0¼K2 (26)

L4,0¼K2
2 �K4 (27)

L6,0¼K3
2 �K4 �K6 (28)

Since the equilibrium is potentially being perturbed, determining the

concentration of each species is accomplished by numerically solving the fol-

lowing system of coupled differential equation given by Eqs. (29)–(32)

d M1½ �
dt

¼ M2½ �kr2� M1½ �2kf 2¼ M2½ �kr2� M1½ �2K2kr2 (29)

d M2½ �
dt

¼ M1½ �2kf 2� M2½ �kr2� M2½ �2kf 4 + M4½ �kr4� M½ �2 M4½ �kf 6 + M6½ �kr6
¼ M1½ �2K2kr2� M2½ �kr2� M2½ �2K4kr4 + M4½ �kr4� M2½ � M4½ �K6kr6 + M6½ �kr6

(30)

d M4½ �
dt

¼ M2½ �2kf 4� M4½ �kr4� M½ �2 M4½ �kf 6 + M6½ �kr6
¼ M2½ �2K4kr4� M4½ �kr4� M2½ � M4½ �K6kr6 + M6½ �kr6

(31)

d M6½ �
dt

¼ M2½ � M4½ �kf 6� M6½ �kr6¼ M2½ � M4½ �K6kr6� M6½ �kr6; (32)
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where the right-hand side of Eqs. (29)–(32) has been simplified to include

only the equilibrium constant and reverse rate constants for each reaction.

To model the sedimentation of each species, the system of coupled differ-

ential equations is numerically integrated to determine the concentration of

each species as a function of time based on the values of the equilibrium con-

stants and dissociation rate constants for each reaction.

In the extreme of rapid dissociation, kr>0.01 s�1 (t1/2<1.2 min), the

system is considered to be in rapid equilibrium. That is to say, for each infi-

nitely small radial slice of solution the macromolecules that rapidly dissociate

within this slice are considered to rapidly reassociate, and therefore, the dif-

ferential equations given in Eqs. (29)–(32) are all equal to zero, d[Mn]/dt¼0.

This indicates that the concentration of each oligomer in each infinitely

small radial slice is constant and thus at equilibrium.

In contrast, if the dissociation rate constants are on the other extreme,

kr<10�5 s�1 (t1/2>19 h), then the differential equations are again equal

to zero and the concentrations of each species are again considered to be

fixed. However, in this scenario there is no reequilibration at each infinitely

small radial slice because no dissociation is occurring during the course of the

entire experiment. Thus, the species are being separated when force is

applied. In this scenario, the system can be modeled as noninteracting

discrete species because they will not appear to react on the timescale of

sedimentation.

To illustrate these points, we simulated a series of sedimentation bound-

aries from the monomer, dimer, tetramer, and hexamer model given by

Eqs. (20)–(22) using SEDANAL for three total protein concentrations,

[M1]T¼1, 9 and 15 μM. We refer to this model as the “1-2-4-6” model.

For the first simulation, all reverse rate constants were considered to be fast

relative to sedimentation, kr2¼kr4¼kr6¼1 s�1 (see Table 1). In a second

simulation, all reverse rate constants were considered to be slow,

kr2¼kr4¼kr6¼10�6 s�1 (see Table 1). Both extremes of the rate constants

were considered to be outside of 10�2–10�5 s�1, which has been previously

reported to be the range over which one would expect to be able to extract

meaningful measures of the rate constants from sedimentation velocity data

(Dam et al., 2005; Demeler et al., 2010; Stafford & Sherwood, 2004).

Our preferred first level of analysis is to analyze the sedimentation

boundaries using SedFit to generate c(s) distributions (Peter Shuck, NIH)

(Schuck, 1998). Figure 2A shows the results of a c(s) analysis on the simulated

data assuming all dissociation rate constants are 1 s�1. In red is the c(s) dis-

tribution from the analysis of the simulation with [M1]T¼1 μM and a single
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peak is observed that corresponds to the monomer. In blue is the c(s) analysis

for [M1]T¼9 μM. The peak corresponding to monomer shifts to the right

slightly and a broad distribution from �5 to 8 S emerges. In green is the c(s)

distribution from the simulationwith [M1]T¼15 μM and what is observed is

Table 1 Parameters Used to Simulate the Sedimentation Velocity Data for 1–15 μM
Macromolecule Concentration

Model Used for Simulation

Parameters Used
for Fast Dissociation

Parameters Used
for Slow Dissociation

Kn (M
21) kr,n (s

21) Kn (M
21) kr,n (s

21)

2BÐ
kf 1

kr1
B2

6�104 1 6�104 1�10�6

2B2Ð
kf 4

kr4
B4

1.5�105 1 1.5�105 1�10�6

B2 +B4Ð
kf 6

kr6
B6

1.5�106 1 1.5�106 1�10�6

The stoichiometric equilibrium constants for dimerization, tetramerization, and hexamerization can
be calculated using Eqs. (25)–(27) and are: L 2,0¼6�104 M�1, L4,0¼5.4�1014 M�3, and
L6,0¼4.86�1025 M�5. The sedimentation coefficients used for simulations are s¼3.0, 5.6, 8.86, and
11.9 for monomer, dimer, tetramer, and hexamer, respectively. The standard deviation of noise added
to the data is 0.005 absorbance unit.

kr= 1 s−1 kr= 1×10−6 s−1

A B
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Figure 2 c(s) distributions resulting from c(s) analysis of data simulated from 1, 9, and
15 μM protein. (A) Parameters are given in Table 1 and (B) parameters are given in
Table 2. In both cases, the sedimentation coefficients used to simulate the data were
s¼3.0, 5.6, 8.86, and 11.9 for monomer, dimer, tetramer, and hexamer, respectively.
The extinction coefficient used in the simulation is 4.2 (mg/ml)�1 cm�1 at 230 nm
and 0.45 (mg/ml)�1 cm�1 at 280 nm. Time between simulated scans is 4 min.
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a clear shifting of the peaks further to the right. The peak shifting can be

taken as the first indication that the system is exhibiting fast reaction kinetics

(Dam & Schuck, 2005; Dam et al., 2005). Thus, a preliminary c(s) analysis

that shows this type of broad c(s) distribution may serve to be the first indi-

cator that rapid dissociation may be occurring on the timescale of sedimen-

tation, and this hypothesis would warrant further testing.

Figure 2B shows a c(s) analysis resulting from analysis of simulations

performed with all dissociation rate constants kr¼10�6 s�1. At 1 μM total

protein, two peaks are observed that correspond to the sedimentation coef-

ficient of monomers and dimers. In contrast, at 15 μM all four peaks appear

that correspond to the monomers, dimers, tetramers, and hexamers, respec-

tively. Under these conditions of slow dissociation, the oligomers sediment

as noninteracting discrete species. Under such conditions, the area under

each of these peaks would represent the equilibrium concentrations of each

species and could be analyzed to yield the equilibrium constants.

4. GLOBAL ANALYSIS USING THE 1-2-4-6 MODEL WITH
RAPID DISSOCIATING OLIGOMERS

If the c(s) plot given by Fig. 2A was experimentally observed, our next

step would be to globally fit all protein concentrations by direct boundary

analysis in SEDANAL. Again, the goal here is to determine the self-

association equilibrium constants, Ln,0. Since the c(s) plot suggests there

may be rapid dissociation, the first strategy in this analysis would be to float

each of the reverse rate constants starting with a guess of around 0.01 s�1.

Thus, the global floating fitting parameters are the loading concentrations,

K2, K4, K6, kr2, kr4, and kr6 as given by Eqs. (23)–(25).

As with the simulations described above to fit the data accounting for the

kinetics, there are several steps that have to be executed in SEDANAL. We

always assume that the system is at equilibrium at the start of the run. In prac-

tice, this is achieved in SEDANAL by going to “preferences” choosing

“Control extended,” “Kinetics/equilibrium control” and under “Initial

equilibration” one chooses “No analytic solution” under the Newton–

Raphson column. What this accomplishes is numerically solving Eq. (19)

to determine the free monomer concentration and thus the concentration

of each oligomer is determined based on the initial guesses of the equilibrium

constants. Next, under “Equilibration during run,” we choose either BulSt

or SEulEx under “Kinetic integrator” in the “No analytic solution” row.
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The choice of kinetic integrator primarily impacts the speed of executing the

fit and the differences have been discussed elsewhere (Stafford & Sherwood,

2004), including the SEDANAL manual. What this accomplishes is numer-

ically solving the system of coupled differential equations given by Eqs. (29)–

(32) for the concentrations of each species as a function of time and passes

this to the Lamm equation to define the movement of the oligomer in

the field.

The other parameters required for this analysis are the molar mass, the

sedimentation coefficient, density increment, and mass extinction coeffi-

cient. Themolar mass would be known from sequence information and thus

the molar mass of each oligomer is calculated. Estimates of the sedimentation

coefficients are needed and solution conditions can usually be modified

to acquire reasonable estimates of the monomer and largest oligomers.

One can estimate the intermediate sedimentation coefficients based on

the sn¼ s1 nð Þ2=3 with the assumption that the frictional ratio of the oligomers

are the same as monomer’s, where sn is the sedimentation coefficient for the

oligomer containing n protomer units and s1 is the sedimentation coefficient

for the monomer (Correia, 2000). Alternatively, if data on the three-

dimensional structure are available, then one can approximate hydrody-

namic information using applications like Hydropro (Ortega, Amoros, &

Garcia de la Torre, 2011; Chapter “Hydrodynamic Modeling and Its

Application in AUC” by Rocco and Byron). The extinction coefficient

should be rigorously determined by denaturing the protein in 6 M guanidine

(Edelhoch, 1967; Gill & von Hippel, 1989; Pace, Vajdos, Fee, Grimsley, &

Gray, 1995). The density increments, dρ/dc, can be determined experi-

mentally, but for most cases it is acceptable to substitute 1� vρð Þ, where
v is the partial specific volume of the protein and ρ is the density of the

buffer. These parameters are typically calculated with SednTerp (David

Hayes, Magdalen College; Tom Laue, University of New Hampshire; and

John Philo, Alliance Protein Laboratories) (Laue, Shah, Ridgeway, &

Pelletier, 1992).

Global NLLS analysis of the data simulated from the 1-2-4-6 model with

all the dissociation rate constants kr,n¼1 s�1 yields good estimates of the

equilibrium constants (compare values used to generate data in Table 1 to

fitted values in Table 2, first column). The difference curves and their asso-

ciated fits are shown in Fig. 3. Values of the rate constants float somewhere

between �0.3 and 2 s�1 (see Table 3). We have interpreted this to indicate

that the kinetic parameters are unconstrained because the value used to sim-

ulate the data of 1 s�1 results in a half-life of �0.7 s. Thus, there is little
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Table 2 Examination of Data Simulated with Fast Dissociation Using the “1-2-4-6” Model

Model Used for Fitting

Fit with Kinetic Integrator
Allowing kr,n to Float

Fit with Kinetic Integrator,
Constraining kr,n50.01 s21

Fit with Newton–Raphson,
No kr,n Input

RMSD55.003×1023 RMSD55.929×1023 RMSD55.003×1023

Kn (M
21) kr,n (s

21) Kn (M
21) kr,n (s

21) Kn (M
21) kr,n (s

21)

2BÐ
kf 1

kr1
B2

6.00�104 0.29 5.87�104 0.01 6.00�104 NA

2B2Ð
kf 4

kr4
B4

1.49�105 1.52 2.02�105 0.01 1.49�105 NA

B2 +B4Ð
kf 6

kr6
B6

1.51�106 1.94 1.02�106 0.01 1.52�106 NA
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Figure 3 Global analysis of simulated sedimentation velocity data using 1-2-4-6 model by allowing dissociation rate constant, kr,n, to float. The
data were simulated using parameters presented in Table 1. The fitting results are presented in Table 3. The concentrations of protein are
indicated on the plots. Every fourth difference curve is presented.



Table 3 Examination of Data Simulated with Slow Dissociation Using the “1-2-4-6” Model

Model Used for Fitting

Fit with Kinetic Integrator
Allowing kr,n to Float

Fit with Kinetic Integrator,
Constraining kr,n51×1025 s21

Fit with Newton–Raphson,
No kr,n Input

RMSD55.000×1023 RMSD55.188×1023 RMSD53.178×1022

Kn (M
21) kr,n (s

21) Kn (M
21) kr,n (s

21) Kn (M
21) kr,n (s

21)

2BÐ
kf 1

kr1
B2

6.00�104 1.16�10�6 5.91�104 1�10�5 5.89�103 NA

2B2Ð
kf 4

kr4
B4

1.52�105 4.86�10�9 1.65�105 1�10�5 6.45�106 NA

B2 +B4Ð
kf 6

kr6
B6

1.49�106 5.13�10�7 1.43�106 1�10�5 7.00�107 NA



information in the sedimentation boundaries that yield constraints on the

values of these rate constants.

The next step in our analysis strategy would be to constrain the dissoci-

ation rate constants to a value of 0.01 s�1 and repeat the analysis. In doing

this on the same simulated data as above, we acquire estimates of the equi-

librium constants that have the correct order of magnitude but are as much as

25% higher than the values used to generate the data (Table 2, second

column). Moreover, the RMSD is significantly larger than the RMSD

determined when allowing the rate constants to float. This cannot simply

be the consequence of having three additional floating parameters because

the degrees of freedom (DOFs) between the fits are essentially identical.

That is to say, since the DOF is the difference between the number of data

points and the number of parameters and here the number of data points is

�80,000, the additional three parameters do not influence this number

enough to account for the deviation in the RMSD.

Despite the fact that constraining the rate constants to the empirical

upper bound for “fast dissociation” leads to an �25% overestimate of the

equilibrium constant, the observation that both fits lead to the correct order

of magnitude in the equilibrium constant suggests that the data could be

modeled with a purely thermodynamic model. This leads to the suggestion

that a path-independent thermodynamic model could be used to describe

the data. To test this, the data were fit by choosing Newton–Raphson under

the “Equilibration during run” in the “No analytic solution” row.What this

accomplishes is numerically solving the sixth-order polynomial in the free

monomer concentration to yield the concentration of species, thereby

modeling the system under the assumption that each infinitely small slice

of radial position is at equilibrium. This analysis yields equilibrium constants

that are in good agreement with the values used to generate the data and the

RMSD is identical to the value acquired when allowing the rate constants to

float as fitting parameters (see Table 2, third column).

5. GLOBAL ANALYSIS USING THE 1-2-4-6 MODEL WITH
SLOW DISSOCIATION OF OLIGOMERS

Figure 2B shows a c(s) analysis from sedimentation velocity experi-

ments simulated for the 1-2-4-6 model with all dissociation rate constants

of 10�6 s�1. Again, our first level of global analysis is to allow both the

kinetic parameters, kr,n, and the equilibrium constants, Kn, to float as fitting

parameters. As seen in Table 3, the values of the equilibrium constants are in
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good agreement with those used to simulate the data (compare Table 1 for

simulated values to Table 3 for fitted values). However, the rate constants are

as much as three orders of magnitude slower than the values used to simulate

the data. This is not surprising because a dissociation rate constant of

10�6 s�1 yields a half-life of�192 h if one assumes a simple first-order reac-

tion. Thus, on the timescale of sedimentation, there is no appreciable disso-

ciation that occurs for the simulated data with a given 10�6 s�1 rate constant.

When the data are analyzed with the rate constants constrained to

10�5 s�1, the values of the equilibrium constants determined are in agree-

ment with the values used to simulate the data within 2–9% errors (see

Table 3). However, the RMSD is significantly worse than the value when

the rate constants are allowed to float as fitting parameters. This is surprising

because with such a slow dissociation rate constant, one does not expect the

data to contain any information on these parameters. One possible explana-

tion is that the empirical bound of 10�5 s�1 may be on the edge of values that

would define no dissociation for the simulated system.

To probe this further, the data were analyzed by constraining all

kr,n�10�6 s�1. As shown by the analysis performed when allowing kr,n to

float, kr,n¼10�6 s�1 is slow enough to indicate no dissociation for the sim-

ulated system. Therefore, rate constants smaller than 10�6 s�1 should be able

to represent reactions with no dissociation and describe the simulated data

adequately well. Our results show that an RMSD¼5.000�10�3 was deter-

mined when constraining all kr,n¼10�6 s�1 and an RMSD¼5.003�10�3

was determined when constraining all kr,n¼10�7 s�1. Both analyses yield

identical equilibrium constants and are identical to the value used to generate

the data.

Above all, the analyses suggest that the empirical boundary for defining

“no dissociation” is in the range of 10�6–10�5 s�1. We suspect that for sys-

tems with different levels of complexity and sizes of species, the empirical

boundaries for rapid and slow dissociation may be slightly larger than the

reported 10�2–10�5 s�1 range. Based on these observations, we recommend

testing the reaction kinetics by allowing the rate constants to float as fitting

parameters in the analysis.

6. GLOBAL ANALYSIS WITH RATE CONSTANTS IN THE
DETECTABLE RANGE

The next and most obvious question is howwell can the rate constants

be determined if they fall between the empirical bound of 10�2–10�5 s�1?
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To address this question, we simulated data using the 1-2-4-6 model with

equilibrium constants and rate constants given in Table 4. As shown in

Table 4, the rate constants are in the range of 10�3–10�4 s�1. Table 4 shows

the results of globally fitting these simulated data to the 1-2-4-6 model. It is

not surprising that the data are well described by the correct model and the

predicted parameters are well within range of the values used to simulate the

data. Although not surprising, one might expect that the information on the

kinetic rate constants could be lost due to the complexity of the model.

Thus, what this analysis does show is that the global fitting strategy is able

to detect these rate constants for this model.

Thermodynamics is path independent. Sedimentation velocity data

where the oligomers are either in rapid dissociation or slow dissociation

do not contain information about path. Although the specific strategy for

doing so is different due to the process of sedimentation, in the two extremes

fast and slow kinetics the data can be described by either stoichiometric or

stepwise equilibrium constants when allowing the kinetic parameters to float

and the results are the same. This is not the case for a system that exhibits

dissociation with rate constants in the range of 10�2–10�5 s�1. This is shown

in Table 5 where the simulated data were analyzed assuming that each olig-

omer forms in a single step from monomers as given by Eqs. (3)–(8) where

monomers form dimers, tetramers, or hexamers in a single kinetic step. The

analysis of these data does not accurately predict the equilibrium constants or

Table 4 Parameters Used to Simulate the Sedimentation Velocity Data for 1–15 μM
Macromolecule with Rate Constants Indicated in the Table

Model Used for Simulation

Values Used
for Simulation

Parameters Resulting
from Analysis

RMSD54.972×1023

Kn (M
21) kr,n (s

21) Kn (M
21) kr,n (s

21)

2BÐ
kf 1

kr1
B2

6�104 3�10�3 6.00�104 3.04�10�3

2B2Ð
kf 4

kr4
B4

1.5�105 4�10�4 1.50�105 3.98�10�4

B2 +B4Ð
kf 6

kr6
B6

1.5�106 7�10�4 1.50�106 7.01�10�4

The stoichiometric equilibrium constants for dimerization, tetramerization, and hexamerization can
be calculated using Eqs. (25)–(27) and are: L 2,0¼6�104 M�1, L 4,0¼5.4�1014 M�3, and
L 6,0¼4.86�1025 M�5.
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the rate constants, with the exception of dimer formation which is not dif-

ferent for the two models. What this analysis reveals is that when the rate

constants are in the detectable range, there is information on the path and

the data cannot be modeled by simple path-independent thermodynamic

models. Thus, under these conditions care needs to be taken to write down

appropriate path-dependent models. Although it may take more computa-

tional power to do so, we assert that this should be done by assuming all reac-

tions occur through bimolecular interactions.

7. CONCLUSIONS

Similar simulations and examination of the kinetics as discussed here

have also been discussed elsewhere (Correia & Stafford, 2009; Dam et al.,

2005). The advance presented here is an analysis of a more complex model.

Most previous discussions have centered on a monomer–dimer equilibrium.

Here, we have focused on the monomer, dimer, tetramer, and hexamer

equilibrium since this is what we are experimentally observing for two

AAA+ molecular motors, E. coli ClpA (Veronese & Lucius, 2010;

Veronese et al., 2011; Veronese et al., 2009) and ClpB (Li et al., 2015;

Lin & Lucius, 2015). Most importantly, there are some general principles

that have been derived from previous studies on less complex systems that

do not seem to generalize to the more complex systems we are studying.

That is to say, the empirical bound of 0.01–10�5 s�1 may be a bit wider

depending on the size of molecules and the rotor speed.

One observation that holds for all values of the kinetic rate constants is

that floating the values always seems to lead to acquisition of the values used

Table 5 Analysis of Data Simulated in Table 4 Using “1-2, 1-4, 1-6” Model to Analyze
the Data

Model Used for Fitting

Fit with Kinetic Integrator Allow kr,n to Float

RMSD55.539×1023

Ln,0 Calculated Kn (M
21) kr,n (s

21)

2BÐ
L2,0

B2

6.24�104 M�1 6.24�104 1.88�10�3

4BÐ
L4,0

B4

3.91�1014 M�3 1.00�105 1.16�10�4

6BÐ
L6,0

B6

5.64�1025 M�5 2.31�106 1.80�10�4
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to simulate the data. So why not always float the kinetic rate constants? The

answer is the lack of computational power. Indeed, 20 years ago, globally

analyzing upward of 80,000 data points by numerically solving the Lamm

equation combined with numerically solving a complex system of coupled

differential equations was outside of our computational reach. However, we

now have desktop computers that can accomplish these tasks. Nevertheless,

fitting to such complex models is very slow and it can be accelerated when

limiting assumptions can be made.

One limiting factor, which is true for all NLLS minimization routines, is

that each computation is dependent on the outcome of the last. Thus, such

approaches are not amenable to parallel computing. In contrast, routines

such as the genetic algorithm are gaining interest because of the indepen-

dence of each calculation and thus the ease with which such routines can

be parallelized. Ultrascan is an application for the analysis of sedimentation

velocity data that take advantage of the genetic algorithm and thus takes

advantage of advances in parallel computing (Demeler et al., 2010).

Sedphat does not allow the user to write their own models for global

analysis. Thus, the experimentalist is constrained to use prewritten models

that assume, for example, that tetramers would form in a single kinetic step.

One could make an argument for trimolecular interactions but anything

higher than three bodies colliding in a single kinetic step is unrealistic.

Although Ultrascan allows the user to write down their own models, it does

not allow the product of one reaction to be the reactant of another. As

shown by the simulations presented here, there is a need to be able to write

down kinetic models that reduce the reactions to bimolecular steps when

kinetic information is present.

To our knowledge, the only software application that allows the exper-

imentalist to construct their own models and directly fit boundaries by

numerically solving the Lamm equation is SEDANAL (Stafford &

Sherwood, 2004). More importantly, SEDANAL is numerically solving a

system of coupled differential equations describing the reaction. Thus, the

rate constants that emerge have the potential to contain a great deal more

information about the reaction than arbitrary rate constants that are being

applied in other applications. We assert that the gravity of what SEDANAL

is doing behind the scenes is not fully appreciated. Indeed, sedimentation

velocity would not be the experiment of choice if one were trying to thor-

oughly deconvolute a kinetic mechanism. However, not adequately

accounting for the kinetics in the analysis of these data may lead to significant

errors in the equilibrium parameters of interest. Moreover, it is clear that
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sedimentation velocity experiments can lead the experimentalist to pursue

more direct kinetic approaches if something interesting is revealed in the

modeling.
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